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imulation rimics a physical pro-
S cess 10 verify correctness, ideniify

crrons, and generate performance
eslimates before designers fabricate a pro-
totype. Digital hardware designs, induslri-
al control circuils, and aircraft are usuglly
simulated extensively. Time-based simu-
lation techniyues are efficient for pro-
cesses whase activities are coneentrated at
regular time intervals that can be dewer-
mined u priori.

Discrere-evenl xinsulatien technigues
apply where the activities are disicibured
irmegularly in time. such as in digital
hardware, queuing networks. and hanking
tranxachions. In discrete-event simulistion,
a simulation model representing an entity
of the physical process remains wWle excepl
when excited by astimolusexternaltoit. [n
addiion.only changes i a model’s cesponse
are propagated to other models cannecied
1o its aulpu!

Figure | <hawx an example digiat
hardware design. Each block A through &
represents a design component and con-
sttutes an entily of the physical process.
The propagation delays of A, B, €. D. and
Fare 5. 2.4, 5. and 3 ninoscconds, respec-

A synthesized dataflow
network and a
computed quantity
“time of next event”
guarantee correctness
and freedom from

deadlock.

tively. Asseming an exiernul dimwlus al
the inputs of 4 and B ut 1 = 0 . the re-
sponses from A and B may be asserted a1
[C) and {D.F) st =5 nvand 1= 1 ns,
respectively. A rexponse fromeiachof &, 0.
and F may in turn be avserted al the inputs
ol Eand Gati=9ns 7=7ns and | = Sy,
respectively, The sctivities of the physical
process are distributed irregularly intime.

so we fornuloie and celficienty simulate
them through discrete-cvent <imulation.
A readimonal alpomihm o perform dis-
crerc-event ximulation of digilal hardware
on g uniprocessor proceeds as follows: An
cvenl queue slores the events inincreasing
order of their assertion times, where the
head of the gquicue refers 1o the evem with
the xmatlest asxertion tme. Initially the
evenl queue ix emply, and the external
stimuli are assenied at the inputs of com-
poncats /A and B, The siimuli gencrate ac-
vity. pamely the execution of A and 8 at
1 =0ns. shown in the event queue in Table
1. Arthis stage. the algorithm e xamines the
eventyueue and selects forexecunon evenis
with the smallest lime value, pamely A and
B at 1 =9 ns. Assume thal 1he excculion of
models A and B al r = 0 nx generates oulput
fransitions at 7 = 5 nx and 1 = 2 ms. respec-
tvely. that are asserted at the inputs ol
models C. D, and F. as shown in Figure 1.
The new nclivities are cxpressed through
cventx Cult=35ns, Dalr=2ns. and Fat
/=2 nsinthe cventgueue ain Table 1. Then
the algorithm examines the event quene
again, and scleuts the cvents with the
smallest time — namely Datr =2 nsand F
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Figure L. Discretc-event simulation of an example digital hardware deslgn.

Table 1. Event queue for the simula-

tion In Flgure 1.

al 1 = 2 my — for execution. The process
confinues until the evenl gucuc is empty
and the simulation is complete. Figure 2
shows the process in a flowchart of 1he
traditional uwniprocessor-based discrete-
cvent simulation algorithm.

For many physical processes, a direcied
gmaph comresponding to the inicraciions
among calilics may assume the form of a
cycliccircuit. For example, Figure 3 shows
Iwo cross-coupled Nand gates A and B
constitmting an RS lateh (reset-set latehl.
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Figure 2. Flowchart of an algorithm for discrete-cvent simulation of digital

hardware.
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Assume propagation dclays of 5 and 6 ns.
sespectively. for models A and 8. and ini-
tial logical valucs of 0 a1 1 = O ns at the
output porls p and gq. Corresponding to the
signal Iranxition af the primary inpul port x
at 1= 0ng, the algorithm exccules A, which
generates a new signal valve al its outpul p
atr=0 & 5=5nx. Similarly. corresponding
to the transition atthe primary input pon y
asserted simultancously ur 1 = 0 ns, B ¢xe-
culcs and produces @ new signal value a its
oulpul port g at £ = 0 + 6 = 6 ns. Corre-
sponding 10 the new signal valuex at p and
g. models A and B exccute again. If the
signalg al cach of ports x and y are un-
changed. A and B execute again alf = 6 ns
and ¢t =5 ns ta produce output signat vailues
atportspandqati=6+5=1lnsands=
5+ 6 =11 nx, respectively. Consequently.
for cach execution of A und B, the oulpul
signal produced may, in the lulure, cause
subsequent execution of A or B.

Physical processes with cyclic circuits
include all digital hardware designs with
feedback. indusisial control sysiems with
negative feedback, oscillators, and scis of
queuing neiworks inlerconnected inaclosed
loop. A well-known aalural process with
eyche dependence is the food chain.

An example shows how a uniprocessor-
based discrete-eveal simulation system for
a cyclic circuil works. The dagilal hard-
ware design in Figure 4 cansists of three
interconnecied oscillators compnising the
scils of gawes {A8.C}. |{D,EF). and
(G.H.J}. The propagation delay for each
gate A. B. and Cis 100 ns: for cach gate D,
E.and F. 3 ns; and for cach gate G, H. and
4. 5 as. Imnally, the logical value al the
primary input of A is 0 and the event qucue
is empty. Corresponding 1o a signal tranxi-
tion Oto | at the primary inputof A at 7 =0
ns, A isactivaled, and the algorithmincludes
the cvent in the event listin Table 2. The
algorithm cxecutes component A to pro-
duce a 1-t0-0 transition at its oulpdl post al
1= 100 ns. As a resolt, the event queuc now
comains the evenl al B nf ¢t = 100 ns. When
component B exccutes al 1 = 100 ns, it
generdics an oulput transition at 1s oulpul
port at 1 = 200 ns. The ¢vent quene now
contains an ¢vent at C 3t ¢ = 200 ns. When
C executes a1 1 = 200 ns, it generales an
ovlput Llmnsition at its oulput portat 7 = 200
ns.

The event queue now contains Ihree
evens: A, D, and G, each at 1 = 300 ns.
Because the primary input of 4 is defined
upto t = .00 ns, A cxecuies again at 1 =
300 nsand gencrates an outputtransilion at
=400 ns, which causes an eventat 1 =400
nsinihe event queuce. Corresponding to the
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Figure 3. Cross-coupled Nand latch.

exccutions of D and G. oulput (ransitions
are generated al the output ports at 1 =303
ns and ¢ = 305 ns, respectively. The event
queuc now conlains three evenis — E, M, and
B — 10 be cxcented al 1 equids 303, 305,
and 400 ns, respectively. The simulation
continues and terminatcs when etther Lhe
event qucuc is cmpty or the simulation
time exceeds the maxinuam simulation time.

The event quetie in Table 2 shows that
for the simulation time ¢ = 300 ns, the al-
gorithm can cxecule the sel of components
{A.D.G} simultancously. But in a vnipro-
cessor system, the components must be
execuled sequentially. A parallel-proces-
sor systcm could cxecute the componenls
in cach of the sets concurremly. possibly
speeding the simulstion. A parallel-pro-
cessor system mighl also speed simulation
of acyclic circuits.

Noreported parallel-processor algorithm
forcircuilsin which the process interactions
form a cyclic graph offers a solution with
acceplable performance, freedom from
deadlock, and provable correctness. [n (his
article, we propose a method thal uses a
dataflow network synthesized on the basis
of the connectivily of the circuit compo-
nents. Our algorithm computes a quantily
“time of next event” for each component,
which pernils the corresponding modcl to
execute asynchronously as far ahcad in
simulation time as possible, The network
ensures that a simulation process executing
in a distributcd processing environment
will not deadlock.

Distributed discrete-
event simulation

We studied distributed lechniques be-
cause of their polential to simultancously
exccute multiple entities of a complex
discrete-event simulation and thereby speed
the simulation. The synchronous, rollback,
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Figure 4. Discrete-event simulation of a cyclic circuit.

and asynchronous approaches arc current-
ly the three principal distribuled techniques.

Synchronous mechanism. In the syn-
chronous approach.' a processor designat-
ed as a centralized controller allocates all
olher entitics 10 the processors of the par-
allel-processor system and initiates their
cxecutions. The controller also resynchro-
nizes all processors al the end of every
activity. An example of a system imple-
menting the synchronous approach is the
Zycad hardwarg accelerator machine, which
uses the synchronous algorithm for gate-
levet logic simulation.

The synchronous approach periits the
concurrent execution of entities corre-
sponding 10 two or more cvents at the
simulation tisne given by ¢ = ¢, but it hasg
some limitations. The processors must re-
synchronize at the end of cach uctivily.
cven in the absence of dala dependency.
and message communication may not be
complete at the end of an aclivity.

A synchronous distributed simulation of
the example circuit in Figure 4 illustrates
some of these problems. Assumc that the
components A through J are allocated to
NiNe processors (onc component per pro-
cessor). A 10th processor of the parallel-
proccssor system is the centralized con-
troller that manluins the global event queue.
Corresponding to the signal transitions at
the primary input ports of A, the cvenl queue
contains a singlc entry: A atf =0 ns. The
controller initiates the exccntion of A.
Except for the processor that contains the
component A, the other ¢ight processors
are idle, Execution of A generalex an out-
pul transilion thal causes an entry in the
event queue: B at £ = 100 ns. Then the
controller initiates the execution of B. and
the process continues as {or auniprocessor.
withone exception. Unlike ina uniprocessor
system, where the components A, D, and G

Table 2. Event queue for the simula-
tion in Figure 4.

Time Components
Actjvated

=0 A

r=100 B

1 =200 c

1 =300 A.D.G
=303 E

r=305 H

1= 400 B

mus¢ cxecute sequentially at r =300 ns, in
the synchronous approach A, D, and G ¢an
exccute concurrently in Lhree processors.
However, all three must execute completely
before the algorithm simulates the subse-
quent event £ al £ = 303 ns, followed by A
at 1= 305 ns. Components £ and H are not
data dcpendent, bot the synchronous at-
gorithm fails to achieve \heir simultaneous
execution.

Rollback mechanism. The roliback
mechanism? saves the staie of the entire
syslem periodically so Lthe simulation system
can roll back to its previous state if an crror
results from messages processed oul of
order. 1f a modc) has no information aboul
a signal at an input port. it assumes (hat the
signal value has remained unchanged and
propagates to subsequent models the resulls
of execution hased on that assumption. [f
lhe component receives a subsequent
message that contradicts its previous as-
sumptioa, it propagales new rcsolls (o
subsequent models in \he form of an-
tlimessages. Limitations of the roilback
mechanism include the significant storage
required 10 periodically save the state of
the entire simulation and the uncertainty
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Figure 5. Asynchronous simulation of
a cyclic circuil.

resuiting from propagating a combination
of meysages and anumessages throvghout
1he simulation system,

Asynchronous mechanism. The asyn-
chronous discrete-event simulation mech-
anism’* permils every simulation model to
cxecute independenily where there is no
cxplicit data dependency. giving the po-
tential for maximurn parallelism. The ex-
ample circuit shownin Figure 4 permitsihe
following coacurrent. independent execu-
tions: Component B may exccute at # =400
ns following execution of A atr =300 ns. £
a1 = 303 ns following D at 1 = 300 ns, and
H at 1 = 305 ns following G ut 1 = 300 ns.

The nexi seclion reviews previous ap-
proaches o asynchronous discerete-evenl
simulation of cyclic cirenils. Then, we
presenl our new approach and compare it
wilh the previous approaches. We also
commen? on the proof of our algorithm's
correciness. implementalion issues, and our
algorithm’s performance.

Asynchronous
simulation of cyclic
circuits

The asynchronous approach permits
every simulation model 10 execute inde-
pendently in the absence of data depen-
dency. Consequently, its success with a
fimulation sysiem is a function of the
computaiional requirement of the models
and1hc degrec of data dependency between
the models. For a st of ¢ntities constitut-
ing acycliccircuit. the outpul gencrated as
u consequence of an entity's execulion
may influence its input at a lates time.
Conscquently, compared with acyclic cic-
cuils, cyclic circuits require more syn-
chrounization. which may diwminish the cf-
fecliveness of the asynchronous approach.

Figure 5shows another scrious difficulty
in the asynchronous approach to cyclic
circuits, The input ports of model A are pi
and p2, and the input port of B is p3. The
oulput of model B ¢connecis o p2 of A, and
the output of A connects 1o p3 of B. The
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propagation delays of A and Bare 4, and d,,
respectively. Assume distributed asyn-
chronous discrete-cvenl simulation of a
design whcre A and B are associated with
two distinct processors of a parallel pro-
cessor. Simulation has run to lcrmination
when all externally supplied usable signal
transitions have been used (0 gencrate out-
pul ransitions.

Assome alsothatinitial logical value Ois
associated with ports p3 and p2 at 7 = 0 ns.
For a given signal transition 0 to | at post
pl of A at 1 =0 ns. the algorithm executes
A. Axsume that the logica) value of 1 atp)
persistsupto 1 =7 ns, where Tis very large,
If the execution of A generales atransition
at its output port al 1 = 0 + 4, = d,, the
transition is propagated 10 8, causing B 1o
be schednled for excention at 1 = d,. If the
exceution of B al 1 = d, generales a transi-
lion at its output port 2l ¢ = d, + 4., the
lransition is propagated to posl p2 of A. As
4 resuit. A may execute again. and the
process will coatinue ax long as the algo-
nthm can correctly schedule models A and
B for exccution.

If the ¢xecution of 8 a1 1 = d, does not
generate a signal transition at its outpul
porl. no message is sent from B lo A.
Conscquently. model A is unaware thal the
port p2 is al logical Dup1o1 =4, + d, and
is unable 10 excecute bevond 7 = 0 ns. The
signyl value of | at port pl persisis up to/
=Tnsand, therefore, the simuolation should
cxccute uaul the 1rnsition 1 = 7 nx. But A
cannol execule without messages from B,
and B cannol cxecule withoul messages
from A. This consiitules a deadlock. caused
by 1he absence of information at an inpul
port of a model and the lack of global
knowledge that the signal valoe al that por
has remained unchanged.

A mecthod called deadlock recovery?
addresses the difficulty by letting the entire
simulalion syslemexecale until 3t deadiocks.
thal is, until none of the enlilies is sched-
uled for execution and the overall simula-
lion has progressed only partially. A dis-
iributed deadlock-detection algorithm'®
detects the deadlock state. The algosithm
synchronously computes the minimum (say
X) of all outsianding event times and 1he
asserlion times of external signals for ev-
ery enlily. Then, i lets every entity execute
up tor = X ns.

For the example circuit in Figare §,
dcadlock recovery Icts the entire simuiation
syslem consliluted by entities A and B
executcuntilitresultisinadeadlock. Assume
that modeds A and Bexcculcatt=0nsand
1 = d, ns. respectively, and that the execu-
lionof Bdoes nol generate a Iransition at i

oulpul. At the instant thal the deadlock-
detection algarithm detects the deadlock.
component B has no outslanding events to
execute. nar does 3 connect to an external
input signal. Also. componenl 4 has no
oulstanding cvent to be cxecuted. bot the
exlernal signal at portpl isdefined atr =7
ns. Consequently, the algarithm computes
the minimum X o be 7 ns and lets models
A and B execute on the ussumption thal the
xignals at p2 and p3 have remained un-
changed up to t =7 ns.

The dcadlock-recovery scheme has
limitations. The scheme fails for systesnx
with both cyclic and acyclic circuits, that
is. cystems where not all entitics may result
in 2 deadlock. Marcover, issucs of perfor-
mance and correctness are difficulr o re-
solve because entilies execule imodeadlock.
Implemesuation® of the deadlock recovery
scheme has shown that the simulation runx
fram one deadlock to the sobsequent
deadlock state and that the algorithm per-
formance is nonlinear with respect 1o in-
crcasing problem ssze.

A sceand way' to handle deadlock is 1o
identify and mark all entities of a simula-
lonsysiem that conslitute cyclic subcircuils
and set their execulion modces 10 excepiion
mode. In exceplion mode, an output signal
generated when an entily executes is
propagatcd o subsequent enlities evea when
the signal is vnchanged from its previous
value. When an entity receives a message
at an input port that corresponds 1o an
unchanged signal vajue. the algorithm
schedules the entity for execntion exactly
a< lor a message corresponding to a signal
transition.

In simulation of the example design in
Figure 5. first model A executes and then B
execules. The cxecution of B gencrates no
iransition at its owtput. Bul the sysiem is
operaling in exceplion modc. S0 3 message
corresponding to the unchanged signal value
atpatr=d, +d.is propuguted to A. Then,
cntity A execules xgain, generating an un-
changed signal al its oulput ut 1 = 2d, + d,,
which issubsequently propagatedto B. The
process continues ontil the external signal
at pl for 1 =T ns is used and the oulput
signals a1 ports p2 and p3 arc appropriaiely
determined.

This approach' guaraniees absence of
deadlock in a system wilh ¢yclic cireles af
any degree of complexity. lis principal
limitation is HIs inctficiency, particularly
when an exiernal signal of a cyclic design
that 1s nonoscillatory remains vnchanged
(o a Jong nime. For instance. assume that
the example circuit in Figure 5 3s non-
oxcillatory. Messages correspoading to
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unchanged signal values will propagate
from A 10 B and from B t0 A at intervals of
{d, + d,) ns. The total number of iterations
around the ¢vele unul simplation lerma-
nates isapproximately (1.000/(d,+d.)). The
tatal CPU lime required for simulation is
proportional to the number of ilerations, so
when the ralio (1.000/(d,+d.,)) is large. ef-
ficiency is low.

A new approach

We propose a new approach to avoid
deadlock called Yaddes. which stands for
“yet anolher asynchronouns disiributed
diserete-cvenl simulation algorithm.™ For
asystern such asudigitaldesign, weidentily
subcircuits that constitute cyclic directed
graphs and simulale only the entilies ol
such subcircuits using the new approach.
We simulate xystem enlities thal conslitule
acyclic graphs using the exception-mode
approach’described in the previous section.
[n 1his article. we present the Yaddes ap-
proich foruse with digital hardware. but it
applics cqually well to queuing nctworks
and hanking wransactions.

Overview. Feedback loops are the
principal cause of deadlock in 1caditional
asynchronous distrihuted discrete-cvent
simulation sy<tems. The simulation envi-
ronmeni representes through models con-
nected by leedback inopseannol accuratety
decide the precise exccution of cvents. To
enablc circuit exccution in a desdlock-free
environmenl, the Yaddes approach pses a
synthesis of un acyclic circuit of
pscudocomponenis based on the original
simulation circuit.
modelx that require substantial computu-
tional power, pscudocomponens ure purely
mathemulical entities that cvaluate func-
tions. A pxcadocomponent inherits only
the inpyt and outpul ports of Ihe corre-
sponding simulation madel.

To preserve the algorithm’s asynchro-
nous and Concurrent npalure. cach
pseudocompunent represents a decision-
making enlity whose sole funciion is 10
delermnine when the corresponding simu-
lation model can correctly execnie an input
event. Aneveni refers o asignal Iransition
at an inpui port. Yaddes requires thal cach
pscudocontponenl compule aguantily “time
ofnexi event™ (W) at its output port. To do
this, a prcudoconmponent applies a mintinom
apceratarover the W values atisinput pons
and the simulation time of the ¢vent of the
carresponding simulation model. Thus, the
pseudocomponcnt must access the ximula-

Unlike simulstion
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Figure 6. Reducing a cyclic directed graph (a) to an acyclic directed graph (b).

tion 1ime of the event from the related
simulation modcl. This quantily is a mea-
sure of the time at which the next event is
expected at that path. Funthermore, the
algorithm can use this guantily to decide
whether a mode) can safcly cxccule an
cvent. The minimum Tanction shows the
conscrvative nalure of the Yaddes algo-
rithm.

Corresponding to cach of the inpuls of
the acyceli¢ eircuit that represent the primary
inputs, the algorithm defines the W valoe
as equat to the assertion time of the mosi
recent transition. The remaining inpuls of
the acyclic circuit are unconnceted hecause
they are notinflucnced by any cventsinthe
circuil. Their W valves are assumied 10 be
pcrmanently held at a very large number
expressed as ee 50 they cannotinfluence the
W computationsof the pseudocompone nts.

A limitation of the synthesized acyclic
circuil is the lack of connectivily belween
the pseudocomponcents of the respeclive
feedback loops that may be required in the
ssmulation circuil. For a given feedback
loop. the W value wt the ouwtput of the
lefimost pscudacamponcentdoes not reflect
the simulation times of (he events associ-
ated with other simulation models in the
samie loop or those of other models that
may influence Ihe computation, Asaresvli.
the computed W value may be inaccurate,
In fact, the value will probably be “opii-
mistic” and imply a value greater than the
truc value, for the following reason. Because
Ihe algorithm uses the sminimum operator,
W values 11 associates with athec models
iniply only a loaer value in the computa-
tion of the W’ value far a picudocompo-
nent.

To address this fimitation. we synihe-
size a second identical copy of the acyclic
circuit. To distinguixh between them, we
call the first and second acyclic circuits
primed and wapnmed, respectively, and
cxpress the quantily “time of next gvent”
as W for the unprimed circuit. Each oulput
ofthe primed circuil connects 1o cach input
ol the unprimed circuit throggh a minimum
operator. A crossbar swilch expresses the
dependency between the feedback loops in

this interconnection network. If the acuiv-
ities of a feedback loop do not affect those
of another loop. the corresponding link in
the switch is considered nonexisient: oth-
erwisc, a link cxisis. An cxistent link has a
weight cqual 10 the computed propagation
delay from the ouwiput of the primed
pscudocomponcnt X* 1o the input of the
unprimed pscudocomponent Y. Although
the maximum capacity of the switchis N x
N. the actuad size is Jefined by the circuit,
(We discuss the role of the outputs of the
unprimed circuil in a later section.) The W
values compuled by the psendocomponents
of the unprimed circpil correctly include
the simulation Llimes of a}l appropriate evenls
in the entlire circuit. The algorithm uses
these valucs 1o accurately determine when
an event van be exceuted by a model. We
call the primed and unprimed circnils and
theswitch callectively the datafllow network
for the circuit.

The optimislic ndture of the evaluation
process in the primed circuit acls as a
window into fuldre events. These future
cvents are presented to the unprimed circuit,
whose conscrvative characteristics guar-
antce simulation accuracy. The primary
cause of deadlock — the cyclic data de-
pendence in Uwe feedback loops — s re-
solved by a dataflow nciwork that lacks
any cyclic dependence beiween its con-
stituent pscudocomponcsls.

Yaddes algorithm. For 3 circuit con-
taining feedbuck loops. lirst we identily a
feedback ure set’ Sgivenby S={E,. E,.....
E.) ol adirecled graph corresponding 1o a
digital design. This lets us render the graph
as acyche alter we remove all the edges £,
through E_. The comreciness of the approach
is not contingent an identifying the mini-
ma) feedback asc set, which i difficultand
1ime consuming to do. However, identify-
ing the minimal feedback arc set may im-
prove performance.’

For each E, ¥ i e |I. 2. ... n}{ in the
original dirccled graph, we reconstruct a
new acyelie directed graph by replacing F,
with two unconaected edges E" and E .
Figure 6a shows a cyclic circuit consisting
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Figure 7. Dataflow network constructed for the cyclic circuit in Figure 6a.
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Figure 9. Dataflow network for the digital design in Figure 8.

of a two-inpul And gate A whose output
connects through edge E. 1o the input of the
inverter B. The output of the inverter B
connects through cdge £, 1o an input ol A,
The other input port ol A is edge £,
Assume that the feedback arc sct for the
circuit is given hy § = (E,}. We rendered
the graph in Figure 6D acyclic by removing
E, and replucing it with £ and £™ as-
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sociated with the input of A and 1he output
of B. respectively.

Next, we syathesized a daaflow net-
work by connecting two identical copics of
the acyclic circuit through a crossbar swilch.
The two acyclic circuits 10 the lefl of the
crossbar switch are primed and to the right,
unprimed. The enlities in the dataflow net-
work corresponding to the primed and

unprimed circuits are the primed (X*) and
unprimed (X) pscudocomponents, where X
refers to the corresponding simulation
model. Every inpul port of 2 pseudocom-
ponent X’ that has a label of 1he form E/” is
permanently held at a very large number
represented by =, An output port of every
X’ that has a labe) of the form E™ is linked
10 cvery input port of any pscudocompo-
nenl Y in the unprimed circwil that has a
Jabel of the form E;”.

The collection of links canstlules (he
crossbar switch. For a feedback ar¢ set of
size N, the maximum capacity of the switch
is given by N2 Where the activilies of the
simulation models of a feedback Joop may
affect those of another loop. the corre-
sponding link in the switch exists. Other-
wise, il is nonexistent. A link connecting
the oulpul port £ of a pseudocomponent
X’ in the primed circuit to an input post £
of a component Y in the vnprimed circuit
merely propagates the W,’ values from X’
to Y. dclayed by the weight associated with
the link, Figure 7 shows the dataflow net-
work for the ¢yclic graph in Figure 6a.

In Figure 7, the pscudocomponents A’
and B’ constilute the primed ciscuit where
the input port E,” of A’ is permanently held
at eo. A" and B’ correspond 10 the And and
inverter gates in the simulation circuil.
Pscudocomponents A and B constitute the
unprimed acyclic circuit. The output port
E™ of B’ is connecled via the crossbar
switch to the input port of £, of A because
the activities of models A and B may affecl
cach ather. The feedback arc sel hus asize
of 1. so the size of the crossbar switch is 12
= 1. The first input poris of bath A and A’
connect 1 the external path E;. Associated
with £, are the externally applied signal
transitions. Conceptually. we can include
thesc transitions in the cvent list of model
A — that is. the list of outstanding input
transitions of A — and hold Ey a1 eo. Fur-
thermore, conceplually the outpul port £
of B is vnconnected. Hawever, in the cur-
rent implementation of Yaddes the output
of B is connected to a special entity “P,”
signifying that itis the rightmost boundary
of the dataflow nctwork. We say more
about this connection later in this section.

Figure 8 shows three cyclic subcircuits,
Figure 9 shows the dataflow network cor-
responding o their digial design. The dig-
ita) design in Figure R consists of three
cyclic subcircuits K, K.. and K, consliluted
by the setx of components (A.B.C}. {D.E}.
and (F.G.H} respectively. K, and X, are
oscillators with 1ime periods of 30,000 and
3,000 ns, sespeclively, and K, is nonoscil-
latory. The oscillalory ransitions of K, are
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generated corresponding 1o aJogical value
of | at the input port of model A of K, and
the transitions dnve the modcls in K, and
K. The fecdback are set for the simulation
circuit is [m.n.p}. Figure 9 shows the con-
sequent neyclic subcircuits derived lrom
K,. K,. and K, and the dataflow network.
The input ports m™. . . mr®, and p of
the preudocamponents A'. N, and F” resuls
from removing the cdges m, a1, and p of the
original design. The input ports arc all
permancntly held a1 es, The output port vr=
of component C connecls to the inpul ports
m of each of the pseudocomponents A, D,
and F. reflecting Lhe fact that the aclivilies
of the models ol K, can influence those of
bath X, und X,. The output port p<' of A’
connecls only to the input port p” of F,
reflecting the fact that the activity of K,
influences acither K, nor K,. Similarly, the
oulput port ' of £’ connects only lo the
input port n" of D. Consequently. the
crossbar swilch has only five links: C' oA,
CwD CroF. EwD and H w0 F.

Associaled with the output port of each
pscudocomponent X € (A’ B’ ... H ) isa
mathematical quantity “time of nextcvent”
represcnied by the symbol W/ (See the
sidebur for mathematical defnitions of W',
U,. ond W,.) Intuitively, W.” is the pre-
dicted time of Lhe next event at the ontput
of model X. The algorithm computesit from
the W values at the input ports of X and the
simulatioa time of the eventof model X. The
computation of W, is triggered by uny
change in the valucs of its arguments. Any
computed W,' is propagatcd 1o other
pscudocomponenis connected 10 its fanout
when it differs from the previous value.
Murcover, the propagalion is like a chain
reaciion: Subsequent compoaents thal in-
tereepl the W values are also execuled, and
any changes in their output values arc fur-
ther propagaled. The chain reaction ter-
minates cither when no new W values are
generated or when it encounters the right-
most componcnt of the nelwork. A process
of acknowledgments detects the wrmina-
lion.

The W values are optimistic. In the
daraflow network in Figure 9, given that
the second input port of A’ is permancntly
beld a1 oo, the value of W,” is defined only
by the simulation time of the transilion at
the Nirstinput portal A”. We expecithe value
of W’ to reflect the simutation 1ime of the
neat event, yet it fuwls 1o 1ake into account
other ¢venis at 8 and C possibly with
lower simulation times than that at A’
Similarly. the computation of W, fails 10
considier events al £ and even A”. &, and
C’, hecagse the aclivities of the feedbuck
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Formal definitions

Here are formal mathematical definitions of tha quantities U,, W,’, and W, that
we describe intuitively in our presentation of the Yaddes algorithm.

Definition of U, We associate with every simulation model X a collection of
aevenls — thal is, lransitions received at its input ports propagated from other
models as messages. The algorithm orders the evenls in increasing order of their
simutation times in an event lisl, and ultimately they may be executed by the
model X. At any instant, Uy is equal to the simulation time of the event at the
head of the Jist — the evenl with the smallest value of simulation time. When the
list is empty, the value of U, is considered equal 1o «=. Initially, every U, ¥V Xin
the simulation circuit is sel lo =, For the component A in the example circuit in
Figure 8. assume signal transitions Oto 1 at f=0ns and 1 lo 0 al t = 100,000 ns
at the external input of A. Also assume that other inpul ports of A receive no
messages until then. Then U, refers 1o the transition 0 o 1 at ¢ = 0 ns, and
U,=0.

Detinition of W,'. A mathematical quantity W, I3 associated with the output
port of every primed pseudocomponent X’ in the dataflow network. We compute
it through the function W, = minimum (U, + d, W, + 4, ..., W, + 0) whera W',
. W, referto the W’ values at the input ports 1, ..., nof X, and d refers to the
propagation delay of model X. W,” usually is an optimistic and inaccurate mea-
sure of the simulation time when the next event will arrive al the output of model
X. Initially, the algorithm sets every Wy’ ¥ X to 0, indicating that they are not yet

Influenced by any event.

Definition of W, A mathematlical quantity W, is associated with the output
port of every unprimed pseudocomponent X in the datafiow network. Formally,
W, is computed through the function W, = minimum (Ux+ d W, + @, ..., W. + d),
where W, .... W, refer to tha W (or W’} values at the input ports 1, ..., n of X, and
d refers to the propagalion delay of mode! X. In some cases, as with the
unprimed component A in Figure 9, a W’ value (in this case W.') may be in-
volved in the computation of a W value (In this case W,). W, represents an accu-
rate measure of the simulation time when the next event will arrive at the output
of model X. To preserve the correciness of the simulation — the proper order of
event execution — no message with a simulation lime given by ! < W, can be
sent by model X at ils output port following the possible propagation of a mes-
sage with simulation time { = W,. Initially, the algorithm sels every Wy ¥ X100,
indicating that they are not yet influenced by any event. We consider the simula-
tion to be complete when W, and U, Vv X are identical to «.

loop K, may afféct those of K,. Since the W
computation iavolves the minimum
operator, fuiture (0 consider uther cvenls
may yield values larger than the correct
values. Moreover. these values are opti-
mistic because (hcy allude 10 evenls even
when there may be other events with pos-
sibly lower simulation times.

Associated with cach of the pscudocom-
ponenis Y€ {A. B. ..., H} of the unprimed
ciecuil is a similar mathematical guantity
represented by W) The W values share the
principles of computation and prapagation
of W values. However, in conlrast 1o the
W values, the W, values are accurste.
Therefore, the algorithin uses them to de-

termine whether a sispulation model ¢vent
can beexccuted. Conceptually. the Wvalues
are accessed by the corresponding simula-
tion modcels in the simulstion circwit.

As with any distripuied simuolator, the
algorithm stores the signal transitions re-
cecived at the inputs of a simutation model
inan cvem lisi for that modet. The head of
the list refers 10 the transition with the
smallest value of sirnulation time. We also
call this the event of the mode). and repre-
sent the value of its simudation as U,. In1he
Yaddes approach, every event of a model
can be accessed by the corresponding pnmed
and unprimed pscudocomponents.

The two major clemenis of the Yaddes
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read in events at inpuf ports — from external ports or other components
update evenl queue and order events according to fime
if (new event alters U value) (
initiate pseudocomponents X and X
wait until done signal received from X and X’
send acknowledgment to the sender of the event
]
else if (new event does not alter the U value) |
send acknowledgment to the sender of the event
]
read W values at every input port of the simulation model X and compute the
minimum K
if (K value exceeds U value) |
execute simulation model and generate output signal
if (output signal does not differ from previous value) |
remove [/ value and update event queue to reflect new U value
if (event queue is empty) set U to infinity
initiate X and X’ to update W and W values
wait until done signals from X and X” are received

]
else if (output signal differs from previous value) {
send output event to all models in the fanout
wait for acknowledgment from each one of them
remove U value and update event queve to reflect new U value
if (event queue is empty) set U to infinity
initiate X and X’ 1o update W and W values
wait until done signals from X and X* are received

Flgure 10. Operations of a simulation model X.

read in command from simulation model X, new W value from left, and
acknowledgments from right

if (command from model X is read) {
compute W
if (W vulue remains unaltered) |
send done signal back to model X
)
else if (W’ computes 1o a new value) |
propagate new W value and expect acknowledgment from the receivers
upon receiving acknowledgment. send done signal to simulation model X
}
]
else if (new W value is read) {
compute the output W value
if (W value is unchanged) send acknowledgment back to sender
else if (W computes to a new value) |
propagate new W value and expect acknowledgment from the receivers
upon receiving acknowledgment, send acknowledgment 1o the sender on the
left

)
else if (acknowledgment reccived from the right) [
tf (acknowledgment is for itself) send done signal to simulation model X
else it (acknowledgment is not for itself) relay it toward the original requestor

Figure {1. Opcrations of a pscudocomponent X’ or X.
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simulation cavirogment are the simulation
circuit and the dataflow network. The sim-
ulation circuit consists of exceutable models
corresponding to cach component ol the
circuit, und the flow of signals between the
models is represented by messages over
communication protovols. The models ex-
ccute signal transitons received at the in-
put poris, and any output Iransitions gener-
aled us a consequence of ¢xeculion ure
propagated 10 other models connected 10
the output porl. However, The constituents
of the datallow nelwork generale decisions
aboul [he precise cxecution of an event.
The primed and ynprimed pscudocompo-
nents execdle concurrently and asynchro-
nouxly with respeclt to on¢ another and the
simwlation models. (In the current imple-
mentation of Yaddes, they are executed
round-robin by aprocessor,) The execution
ola pscudacomponcentis initiated cither by
1he corresponding model or by the propa-
galion of a new W(or W) value at an inpul
port by other pscudocompancnts.
Because Yaddes isadistnibuted approuch.
the subalgorithms descerihing 1he opera-
nons of u simulation model, a primed
pscudocomponent. and an unprimed com-
poncit apply equally to all etherrespective
cntitics in the system. Assume thatasignal
wansition i asserted al an input pon of
simulation mode} X cither by unother sint-
ulation medel or from the exiernal world.
When the algorithm incorporates Ihis event
in the evem queue of X, the evenl cither
aliers U, or leaves it unchanged. When U,
is aliered ax a consequence of the incoming
signal Lransition. model X ix ininated for
execution. The simulation model Xinitiates
the corresponding pscudocomponents X and
X" of the dataflow nciwork for exceution
and suspends the execution of the evenl
until the prendocompunent executions arce
compleied. X evatuates W/, and ifiis val-
ue has nut changed from its previous value,
X’ propagates a message to the model X
signifying that X* has completed its execu-
tion. If the new value of W, is a change
lrom ils previous value. X snitiates the chain
reachion described carlicr: 1 propagates
the W,” value 10 other pscudocomponenis
conncvted s outpul port, When a subse-
quent pscudocomponentl executes as i
vonsequence of a new W oor Wovalue as-
sertcd a1 an inpul pon and generates 4 new
W or W value a1 s output port, it propa-
gates the new output value to other
pscuducomponents oa the night through
the crossbur switch if necessary.
Computation and propagation of new W
or Wvalucs al the outpul of pscudocompo-
nents conlinue vntid either no new Wor W
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values are penerated or the rightmost
boundury of the dataflow neiwork is ¢n-
countered. Then the pseudocornponents
where the chain reaction terminates ini-
tiute acknowledgments and propagate them
in the reverse direction. When other
pscudovomponents that participated in the
chain reaction receive acknowledgments,
they 1ake lurns propagating them in the
reverse direction, Eventually. X' (the pri-
mary initiator of the chain reaction) intes-
cepisthe acknowledgment and realizes thal
the process vf updanng W or W values in
the dataflow network caused by a change
in W,” hax completed. 1t then sends a mes-
sage tee model X signifving thal is exceu-
tion is complete.

A pscudocasnponent can be initiated even
by new Waor W valucs asserted al its inpul
port by other such components. The behav-
iorol'the pxendocomponent X following itx
initiation by modc! X is identical 10 1hat of
X, exceptthatthe chain reaction isconfined
1o only the unprimed acyclic newwork.
Concepually. pscudocomponents X and X
can be initisted concurrently by the simu-
lativn model X. Also, muliiple simulativn
modelx can be executed simulancously as
a resull ol signal Iransitions at their input
ports. Consequently. the computations of
the W and W values initialed by muhiplc
pscudocomponents may oveslap. Conxis-
tency and coereetness are guaranteed be-
cavsc the computations involve a ainimum
oprerator and because the W vulue can
never decrease.”

When both components X and X have
vompleted ¢xceution or when ihe signal
tranxition asserted at an input port of model
X does not sherits U value, 1he simulation
maodel X sends an acknowledgment (o the
model 1hat propugated the signal Irunsi-
tion. JI' the signal 1ransition wax usserted
externally, the acknowledgment indicates
Ihat the Iransition is being processed and
requires the externa) world 10 send 1he
subsequoent signal tranxition lothat primary
input par.

Next. the sinulation model X accesses the
W or W values associated with each ol'the
input ports of the corresponding unprimed
pscudocomponent and computes their
minimum K. When U, =2 o5 — 1hot s, an
event exisis at X and K| exceeds Uy — the
model can exccule the cvent correspond-
ing 10 /.. When no new transilions ase
generaled @ the oulput port of model X
fotlowiny ilx excention, the aigorithm de-
Ietesthe event corresponding Lo U, from the
cvent gueue and a new U, reflecis the Line
of the acw c¢vent at the head of the event
qucuc. When the event list of model X is
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Figure 12, Example design for asynchronous disiribuled discrete-event simula-

tion.

emply. U, is sct 1o o, If a reansition is
gencraled a1 an wuipul port as a4 Conse-
yuenee of exeeutivn of model X, it is
propagated by X to ather mudels that are
canneeted to the output of X. Model X
suspends further exceution until if reccives
acknowledgments from cuch of the recip-
ienis. Then the algorithim removes U, lrom
the event queue and a new Uy is asxocinled
with the event at the head of the (queue. The
value of U is set to o when the number of
outstanding transitions at X is zero. The
simulation model X then again initiates the
pscudocomponenis X und X' lag exccution
and suspends Turther acnvity ondd the
pseudocomponents have completed exe-
cution. The process coalinues until a1l us-
able external signal mangitions ;1 the pri-
nary inpul pors are used o generale vaipul
Iransitions.

Figures 10 and 11 present the precise
functionalitics of u representative simula-
rion mode) and o corresponding
paeudocamponent. The description in Fig-
ure | | appliesto both primed and unprimed
components.

An example. Figure 12 xhows how our
asynchronous distribuled discrete-event
simulation algorithm works for an exam-
ple design. In Figure 12, i Nand gade con-
ncets to an inverler through a feedback
loop. The output of the Nuand gate A con-
necls 1o the input of the inverter B and the
output vf B connccets 1o the second input
port of A_ The other input part of A is pri-
mary. A tranxition {rom high 1o low ix
asseried at 7 = 0 ns. followed by a low-teo-
high transition at t = 1,000 ns. The propa-
gatinn detays of both 4 and B are S ns.

We assume that the imitial values al the
oulpits ol A and B arc O and V. respective-
ly. For the given signal transivion ut the
primary input of gale A. the outputs of bolh
A and 8 change and remain stable thereaf-
ter. When simulaied hy a conveniional
asynchronous distribuicd discrete-cvent
simalation algorinthm,® gates A and 8 will
deadlock as the signal values at the output
poris do nol change.

The feedback are et for the circuit in
Frgure ) 2 is1he uce from the oviput of B to
the second input of A, and the dalaflow
actwork 1s constructed appropriately.
Figures )3a through |3h are snapshots of
the network as ximulation progresses. The
firs¢ inpul ports of bolh pscudocompo-
nents A and A” are conncected to 7. and the
second input part of A” is held at @, The
output of 8 coancets 1o the second inpul
of A through (he crossbar swiltch.

The reclangular box above cach
pseudocomponcerl represents the event
queuc and contains the assertion time and
transitjons forevery cvent. The U valoe (the
right-hand eniry in the box) for a
pscudocumponent is the assertion lime of
the event at the head of the queue. For
cachof'the snapshous. the ligure also shows
the computations of the W’ and W values
ut the outpul of vomponcnls. Assoviated
with each unprimed pscudocomponent in
Figurex 13u theough 13h is the computa-
tton of K. which is cquul 1o 1the minimum
of the Wor W valucx at the input ports of
the component. The simulation models
compute the K values, which are given in
the figure 1o demarcate the stales ol the
simulation models as  simulation
Progresses.

Figurc 13a describes the initial slate
where U, = U =ooand W,/ =W,/ = W, =
W, = 0. Assuming that the signal transi-
ttons al the pnmary inpul of sintulation
model A are not yet asserted, the value of
K is the minimuom of W," and the W value
(= =) at the prmary input of A. Thus. K,
compules 10 0. The vatue of Kz isidentical
to W, and compultes to 0. In Figure 13b,
the signal transitions are asseried at the
primary inpul of the simulalion model A
and are represenled through tw o events —
1.000T and 0 — of the event list of
model A and pscudocomponents A and A™.
The event G is at the head of the event
qucoe and U, = 0. Since the U, value has
changeg from = 1o 0. mode} A initiaes
pscudocomponcnisA and A”in Figure 13c¢.
Pscudocomponenis A and A’ computc W,
and W, respectively. Because they differ
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front their previous values. a chain reac-
tion ix initiated with the conseyuence thin
cvery Woand W is updated. as shown in
Figure 13c. When the cxecutions of the
compoanents A and A” are complete. model
A computes K = minimum (e, 10) = 0.
whick exceeds the U, value of 0. Conse-
quently, the event 114 of A is simulated.

The model A exccoles the wansilion and
acnerates « bow-to-high transinon atr = §
ns at i< outpul. In Figure 13d. anevent 5T
of modc] 8 represents the output transition
ol A. Modecl B initiates pscudocomponcais
B and B Bevause neither W, nor W,
changes, the cxccunons of B and B are
immedistely complete. Model B scnds an
acknowledgmeat to model Ain Figure 13e.
Then model A removes 1he already xim-
lated event O from its evenl gueue and
updates U,. The new vilue of U, is 1,000,
und model A again initiates pscudocompo-
nents A and A’ The values of W, und W,
arc updated. buithose of W, and W, remain
unchanyged. Model 8 compuiex K, = mini-
mum (W,) = 15, whichislargerihan the Uy
valucof 5. As uresull, the event $T at Bean
be simulated.

The execution ol the transilion by modcel
8 generutes a high-io-low transition at 1 =
10 nv al il output. This is represented as an
event 103 a1 the input of A. as shown in
Figure 111, Mode! A initiales pieudocam-
ponents A aad A’. which compute a new
value for W,". All other W and W values
remainunchanged. Thus, the execulions of
A and A’ are complete, and model A sends
an acknowledgment 10 B. The incoming
event 100 al the second inpul of A dis-
places the event 1.000T at the head of the
evenl queue and forces the new value ol U,
1o be 10. Model 8 removes the already
exceuted event 3T and sets Uy = o= in
Figure 13g. 1t also initiates pseudocompo-
nents 8 and £, with the result that none of
the W or W’ valucs changes. In addition,
modcl A computes K, = minimom (W, .ea)
= 20, which exceeds the U, value of 10.
As a result, e event 104 van be simu-
lated.

The simulation model A executes the
transition but does nol gencrate a new sig-
nal value atits output. Consequently. model
A removes the executed event 104 fromits
evend list, updates U,. and then initiales
pscudocomponcenls A and A’ The new
value of U, is 1.000. The quantitics W,”and
W, are computed 10 yield new values, and
a chiin reaction is initiated. The result is
that W, and W, values are also altered.
Model A recomputes K, = minimum (==,
W) = 1,010, which exceeds the U, value
oy 1,000 with the consequence that the
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event 1,000 can be simuluted. Afthough
the cntire design has stabilized and generated
no fcw aulput valucs, the dataltow network
compules updated values of Wand W iha
force the oulstanding cvent — e exlernal
signal 1ransition al 7 = 10D ns — to be
simylated.

Comparison with
previous approaches

In 1his section, we compare our algu-
rithm wicth 1he two other principa) algo-
rithms proposcd to avoid deadlocks. '

1 3 [3J 4
) Uy UB | | - Us UB
1y | I Ky=W,=0
K =min(W,: TIamin(0, «)=0
W4=0 "g=0 W,=0 Wg=0
(a)
smimenmosel  [1oo0ilol] [ =] [toooilo] [ <]
transitions in T. UA UB UA UB
PPl
i | |
K,=0 K5=0
W,=0 W'B=Q WA:O WB=0
(®)
Suxddicn ool [1.0001[ol] =] [1.000t]ol] [ =]
Ua Us | | bty Up
e
- | | Kg=S
K, =min(ss, 10)=10> 0
W =min(=+5, «+5, 0+5)=5{change) W,=min{10+5, 0+5,)=5{change)
W’ =min{5+5, =+5)=10(change) W,=min(5+5, so+5)= 10(change)
© U, may be execuled 1o produce a | 0 h ransition at I = 5 al the output of A.
C
Output from
A%pm%m;a:w [1,0001]0] 5t]  [1.0001]0] [ s1]
Band B° Ua Ug i A Up
are initiated. = ‘ |
B S e
KA=‘0 )%:5
W =5 W,=5
W’ y=min(5+5, 5+5)=10{n0 change) W,=min(5+5, $+5)=10{n0 change)
(d)

Figure 13. Snapshots of the simulation of the example design in Figure 12.
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With the deadlock recovery algorithm,*
asimulation modc) docs not propagatc any
output signal snformation to other models
connccted (o its oulput port when its value
Ay a conscquence of execulion remains
unchanged. Therelore. other models whose
exccution depends an the output value of

this model may nol execute, and a dead-
lock resulis. When such a deadtock occurs
across the entire system. a disiributed
deadlock-detection mechanism detects the
siluation and a cenlral entily synchronous-
ly accesses the U and W values of cvery
model. computes their minimum. and per-

Now, U, Is sel r
gnlre Lol 1,0007 [ 1] [tooot] [ s1]
A’ are Initiaged. Ua Ug Ua Us
o0
"’ K=10
Kf15>5
W (=min(s=+5, =45, 1,000+5)=1,005(change) W, =min(10+5, 1,000+5)=15(change)
W g=min(1.005+5, 5+5)=10{no change) Wy=min(15+5, 5+5)=10(no change)
Uemybemﬁsdmprmmahmlmdmanz105tmmlpmolﬂ,
(e)
1.0001]104 [ st]  [1.000t]s0] [ s
Ua Ug | |,., Ua Us
an:’ 2 _b: 9,—
Outputevent = b D: | |
from 81is
propagated W =min(s+5, 45, 10+8)=15(change) W, =min(=+5, 1045, 10+5)=15(no change)
WwAas U, W ,=min(15+5, 6+5)=10{no change)
Aand A*
are iniliated.
n
1.0001]104 [ =] [rooot]io] L~
Ua Ug | 1 o U Us
P et
K‘nmin(m. 20)=20 > 10
:ﬁ':; ZB ts W =15 W, =min(2045, 1045, =+5)=15(no change)
Ba ME'r W g=min{15+5, =+5)=20(change) W, =min(15+5, =+5)=20{change)
:‘S‘""“‘"’d‘ U, may be executed 1o produce no fransition al the output of A.
[ooot]  [__-]
Up Ug Ua Us
K= min(1,010, =) = 1,010 > 1,000
U, s ot
18004 W ,=min(es5, =35, 1,00045)=1,005(change) W, =min(1,010+5, 1,000+5,)=1,005(change)
and & W ,=min($,005+5, =+5)= 1,010(change) W,=min(1,005+5, =+5)=1,010(change)
are initiated.
U, may be executed...
(h)
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mitx execution of all models up to the
niinimum value.

In the Yaddes approach. the effect of
any change in Wor W raustripple through
the dataflow network ax far as the effeci
can propagate. The crossbar switch implics
transitive closore aver afl models in a
feedback loop and guarantees 1hat the U
and W values of every simulation model
that may possibly be affccred by achange
in the W or W value of a model will be
updsted. In addition, the minimum oper-
ator used in the computation of every W,
W.und K value ensures 1heir correciness
in the presence of mulliple changes. The
crossbar switch is cquavalent 1o the t(ra-
versal of all relevant Joops in adesign and
computing the minimum over all relevant
U and W values.

The exception-mode algornhm® sends
messages with incrementally increased
nme valuex, even whenthe logical values
al the ocutputs arc unchanged. Conse-
qucntly, the simulation time up 10 which
cvery model is simulated 15 advanced
continuously, The mechanismis necessary
because 1 model cunnol view the global
picture and sec. for example, an unchanged
external input signal. A consequent lim-
itation is the potentially lasrge number of
messages in the system when the external
input signal remains unchanged for long
periods of time relanve 10 1he cumulative
propagation delays of the models in the
leedback toop.

Yaddes, on Lhe ather band. substitules
the global picture with the primed copy of
the dataflow network. [t permils optimistic
jumps in the values of W', assuming that
future evenis will be unable to influence
and modify them. Normally such optimism
lcads to inconsistency und error, bul the
crossbar switch and minimom operator
casure the correct advancement of the W
value.

Proof of correctness

The prouf of carrectness ol the Yaddes
ulgorthm requires 1he correct execution
of the simulation models, ¢xeculion of
evems in the correct order, absence of
deadlock, and the tenmination of simula-
tion in linite lime. The execution of a
simulation mode} implies the execution
of the model description. so the accuracy
of the simulation model s description ajso
affects vorrectness. Complete details on
the proof of corrcciness are presenied
clsewhere,
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Figure 14. Yaddes performance measurements lor a cross-coupled Nand latch (a.
b). Performance measurements of the exception-mode algarithm for the same

circult (e).

Implementation

The implementation of the Yaddes algo-
rithm 1s complex. Given any complex cir-
cuit and a user-specified partition, the total
number ol processors required for simula-
1on equals V+ 2, where Nis the number of
partittons. While the components of every
partition execule on a processor, the algo-
rithm models the psimary inputs of the
simulation circuit and the oulputs of the
dalallow network as entities Py and P,
respectively. and exccutes them on unique
provessors. The entuy P, signifies the
rightmosi boundary of the dataflow nct-
work astd participates in the propagation of
acknowledgments. I a circuit containy
feedback loops. a preprocessor that gener-
ales the dataNow network accepts the user-
specified lcedback ure sel.

Corresponding ta every simulation cir-
cuil componceal, the final implementation
congists of three entities: u simulation model
that represents the functionality of the
component, and the primed and unprioted
pscudocompancents. These are expressed
through the C functions sim-component.
ppe-componenl, and puc-component. re-
speetively. Atibough they are concep-
tually concurrent entities. in the current
implemcentation they are ¢xccuted round-
rohin an a processor. When o partition
inclodes mulniple models. we express an
inlerconnection between two ur more
modcls on the sume proces<or through a
dawa siruclure. When the models are lo-
caled on s¢parale processors, an inlerpro-
cessor protocol represents the conneclion.

A signiftcant part of the implementation
consistx of a kernel C description (approx-
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imaltely 2.500 lines) thut ¢xecules on every
processor except those thal execute the
entitics P, and P,. Each processor aceepts
aunique input file thal represents informa-
tion on the models and preudocomponcents
and their interconnection for the corre-
sponding partition. The input files lor the
partitions are gencraled by a preprocessoc
thal accepts a description of the circuit in
the hardware-description language ESL™
and 1he usce-specified panitions and feed-
back arc sel.

During exccution of the algorithm. the
thread of control shifts from one cniiy o
gnothers. The algorithm {irst executes the
simulation models — the sim-component
functions — corresponding 1o the compo-
nenis that receive signal transitiony from
the external world at their primary input
poris. A sim-componcnt, in furn, iniliates
the exccutions of the puc-component and
ppe-component funclions, uand suspends
nself. When the executions of puc-compo-
ncnt and ppe-component are complele, the
sim-componenl is reaclivited. The exceu-
Lion of a puc-componcnt (or ppc-compo-
nenl)iscomplete when either the Winr W)
value a1 the output is unchanged or an
acknowledgment is received. signifying
thatihe change inthe output Wor W) value
has been propagaied throughout the daia-
flow nctwork. Additionally. the algorithm
may inihaic the puc-component and ppe-
componeni funclions for execusion when
they receive from the el a new W {or W)
value at any of their input ports. Eventual-
ly. the simulation process lerminates whes
all events have been exeented — thal is,
when the algosithm has used all externally
supplicd (usable) transitions al the primary
inpul ports 1o generatc vulpul transitions.

Performance

In principle, th¢ Yaddes algorithm can
be implemented on uny generic parallel
processor — Ncube. Armsirong, Sequent.
BBN-Buiterfly, or transputers. However,
the lgosely coupled parallel-processar ar-
chiteclure is the mast realistic model of an
aclual complex asynchronous system such
as a self-timed digital design, banking sys-
tem, or packel nctwork. Ovr principal aim
in this article is to present the Yaddes
algorithm as 1he firt successful approach
10 asynchronous disiributed discrete-event
simulation of cyclic circnits on parallel
processors. Comparced wilh other ap-
proaches. an asynchronous approach hag
the highest theoretical potential of nsing
the moslt parallelism in a simulation. As
with any asynchronous upproach. the effi-
ciency of Yaddes ix realized for the simu-
lation of systems whose modcls impose
significant computational requirements and
rainimat nced for dala dependency or syn-
chronization. Thus, Yaddes is not appro-
prate for systems whose madels require
minimal compuiation and frequent syn-
chronization. The pseudocomponents of
the dataflow network that are symhesized
in the Yaddes approach are purcly mathe-
maticat cntities which merely evaluate
funciions. The significanl computationzl
load is slill confined o the simulation
modcls.

We implememed the Yaddes algorithm
on the Armstrong'' parallet-processor
system at Brown University. Armstrong is
¢ loosely coupled user-configurable paral-
lel processor consisling of 100 processors.
We reconfigured Armstrong as a six-
dimensional hypercube.

The principal purpose of our implecmen-
fation was to venfy the correciness of the
algorithm. [n an experiment. we represent-
¢d and simulated a latch consiructed from
lwo cross-coupled Noand gates, We sct the
propagation dclay for cach gate al 500 ns,
with the conscquence thal the cumulative
propagation delay (hrough the feedback
loop was 1.000 ns. We chose the external
transitions (termed inpul vectors in the
digital desiga discipline) asserted at the
primary inputs of the lateh so the latch
experienced both stability and oscitlation.
For Lhe experiment, we varied the number
of external Lransitions at both pnmary in-
puts from 1,000 1o 10,0600 and measured
the CPU1ime for cach case. In addition. we
setected three seis ol average time periods
for the external signals: 1,000, 10,000, and
100.000 ns.
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The graphs in Figures 14a through 14c¢
show the results. Figure l4a is a log-log
graph where the y axis represents the CPU
time in seconds and the x axis the number
of external transitions asserted at the pri-
mary input ports. The three overlapping
graphs 1. [, and III refer 10 the three sce-
narios corrcsponding 10 the values !, 10,
and 100 of the ratio expressing the average
time period of external transitions (7) to the
cumuialive propagation delay around the
loop (£4d). Figure 14b shows the same
results as in Figure 14a. except that the x
axis represents different values of the ratio
1713 d. Figure l4c shows the results of
simulation of the same circuit using the
exceplion-mode algorithm. also imple-
menled onh the Armsirong paralle)-processor
system.

The graphs show that the performance
of the Yaddes algorithm is independent of
the ratio 7/X d, and is consequently free
from the limitations of the earlier algorithm.?
We plan to publish full details of perfor-
mance issues for a number of complex
sequential circuits simulated with Yaddes,
These will show that Yaddes is a mathe-
matically proved algorithm applicable 10
any complex sequential system.

synchronous distributed discrete-

event simulation of cyclic circuils

has the polential to address
problems in digital hardware design,
queuing networks, and banking transac-
tions. Until now, no reported algorithm
offcred frecdom from deadlock and ac-
ceplable performance. The Yaddes algo-
rithm, on the other hand. is mathematically
correct and free from deadlock.

The Yaddces approach opens the possi-
bility of modeling as discrete-event sys-
tems challenging problems from such dis-
ciplines us banking. railway and mobile
phone nclworks, sociological intcractions,
human decision-making processes, aircrafi
simuolation, ocecanics, and weather fore-
casling. For example, we are sludying the
ulgorithm as a basis for distributed fault
simulation using circuit partitioning. for
distributed real-time banking systems, and
for modeling Jarge switching nciworks 10
invesligale the role of overload conditions
on nctwork performance. Ml
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