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1, Introduction

This homogeneous machine project 1is a product of more than five years
research ip concurrent processing by two departments at Caltech. Research
in concurrent computation in the computer science department started with
theses by Browning [Browning 80) and Locanthi [Locanthi 80], and continues
with a thesis In preparation by Dick Lang, and work by Chuck Seitz [Seitz
81]. All this research is shared an emphasis toward 1implemention with
higher and bhigher density iIntegrated circuits. The computer science
department has been planning to construct a machine of the genere for

several years.

Our colleagues in High Energy Physics have been plagued by a lack of
suitable computing technology to solve some fundamental physics problems.
In the course of our collaboration it became evident that our research had
studied architectures of the sort ideal for their physics problems. Our
collaboration with High Energy Physics has caused us to select some
particular versions of the architectures that we have been studying as the
most likely to be useful. Given our theoretical i1nterest in the
architectures and the practical use sought by High Energy Physics we have

declded to act now to construct a homogeneous machine.

This document describes the ©plan of the computer sclence departement.

The plan of High Energy Physics is described in [HEP 81].

1.1, The Proposed Machine

The homogeneous machine proposed here is a hypercube machine consisting

of 64 identical microprocessors Interconnected in a 1, 2, 3, and 6



1
dimensional array . Each of the processors consists of about 77 chips,

including a 8086 microprocessor, a 8087 floating point chip, 1/8th of‘
megabyte of RAM, and six bldirectional interfaces to other processors. The
processore will be constructed on 64 printed circuit boards mounted in a
custom backplane. The hypercube machine will <consist of this array of
processors and a slingle dedicated host processor that will control the

array.

The class of problems that can be solved by such a machine 1s limited.
There 1is absolutely no intention of the machine ever being able to execute
a conventional program. Certain very limited classes of problems can be
solved efficiently, and many of these problems are so large and important

that a speclal purpose architecture 1s justified.

This paper will discuss the architecture, physical design, and some

applications for a machine of this architecture. .

2, Architectural Innovations

The architecture of the hypercube machine 1s new. Previous
multiprocessors were constructed to allow direct implementation of many
conventional computer progranming constructs. These multlprocessors
typically included special hardware to allow each processor access to the
memory of others. Using the shared memory semaphores could be implemented,

but only with extra hardware. The hypercube machine discards many of the

1
All four dimensionalities can be obtalned simultaneously with the proper
structure.



conventional programming constructs, and the hardware to implement them.

2.1. Independence of Processors

A popular architectural direction in multiprocessor architecture has been
to make a single sequential ©process execute faster by putting more
processors onto the same memory. The results may be communicating
sequentlal processes, as 1in C.mmp and CM*, or a high speed execution of a

single sequential process, as In the dataflow machines of Dennils.

Tightly coupled multiprocessor architectures have a range of problems:
the hardware cost grows faster than linearly with the size of the machine,
and the efficiency of the software decreases as machine grows. The
hardware will invariably contain a larée switching network to route memory
accesses or commands between arbltrary processors. A large switching
network has a large parts inventory, and will operate slowly due to long

wires and complex switching.

Research at Caltech indicates that architectures communicating througkh
message passing have a brighter future than those with tight couplings or
shared memory. Consider the effect of decreasing feature size on the
design of a hypercube machine processor. Figure 1 shows the progress of

the design from the present size of 50-77 chips/system to a one or two chip

implementation a decade from now.

Feature Size Chip Count
3 microns 50~77
1l micron 5-8
0.5 micron 1-2

Figure 1: Effect of Decreasing FTeature Size on Processor Chip Count



Consider the advantages of a 1-2 chip/processor hypercube machine: 1) the
processors would be very fast because of very few off chip delays, 2) ch.
would be interconnected very regularly and with very high density, and 3)

the parts inventory would be small, 1.e. one or two.

The hypercube machire connects processors with high bandwidth, but very
loose connections, Each of the processors 1is quite small and standard,
allowing maximal use of LSI “glue’ components. The compactness of the the
system and short buses allows for high clock rates. In a nearest neighbor
configuration2 all wires are short.

2:2, Allocation of Memory

The trend in multiprocessor research is to move away from the single
large computer to more and more smaller and smaller computers. This trend
is almost valid because present mainframes are very much larger than an
optimal computer. The trend can be followed too vigorously, however‘i

produce computexs that are too small to be cost effective.

Multiprocessors have been studied where the processors are too small.
Two examples are the tree machine studied at Caltech [Browning 80] and the
systolic array studied at CMU [Kung 80]. Both wachines use processors
that, in today’s technology, would be less than one chip in size. The tree
machine processors are programmable, contalning about IK bytes of RAM. The
systolic array ©processors contain mno program RAM, but are effectively

programmed in thelr internal arithmetic layout.

2
One (but only one) of the proposed network configurations.
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In the process of tree machine research at Caltech, Browning and the
author programmed a number of useful algorithms for the tree machine and
studied thelr performance. A pattern was noticed 1n the results: tree
machine algorithms tend to require as much time to load the problem igto
the machine and to unload the answer as is required to solve the problem .
Estimates of the necessary size of a tree machine required to solve a
useful problem tend to be large. Tree machines too small to store an
entire problem would have to solve a problem iIin parts, swapping the parts
between a secondary storage and the tree machine. The effect of swapping
is to degrade performance by orders of magnitude, making that an
unreasonable alternative. The only solution is to make the machine large
enough to store an entire problem. With only a fraction of their 1K byte
storage available for data storage an unreasonably large number of

processors are required.

The reason for this phenomenon is that the processors have so little
memory that they cannot perform meaningful cowmputation for very long. The
solution to this problem for the hypercube machine is to reduce the number
of processors and give each processor much more memory. The speed of the
machine 1s reduced to a more reasonable level because the processors must

multiplex their computations. Since a2 larger portion of the machine is low

3

For example, sorting N pumbers requires N steps to load the problem and
N to unload the answer. Sorting is accomplished during the loading process
where log N processors cooperate to load a number into the proper processor
while wmaintaining proper order. The average number of sort operatlons

performed by each processor is log N, whereas the number of steps to load
and unload the problem 1s 2NWN.



cost memory, the cost of a machine required to perform a useful problem 1is

reduced. .

3, Potential Performance of the Hardware

Let wus consider the economics of ©processing with an array of
microprocessors operating concurrently. Another paper examines the
question of whether full concurrency can ever be achieved, and also whether
a large enough body of problems exist to Justify constructing such a

machine[HEP 81].

3.1, A Model of Computation

In this preliminary analysis‘ we will adapt a very simple view of
computation: we will assume that a problem solution requires some amount of
memory, and that some number of operations are performed. Those problems
that will execute efficiently on the hypercube machine will have.
characteristiec that they «c¢an be partitioned i1into a wmultiplicity of
processors. In this partitioning, each processor will have & fraction of
the totél memory of the problem, and will perform the same fraction of the

total operations performed In the problem. An array of n processors will
be equivalent to a single conventional computer with n times the memory and

n times the speed.

3.2, Coat/Performance

Let us consider compare the costs of such a machine and a conventional
computer. The dominant <cost in the hypercube machine 1is the cost of a
single board that contains the basic processor. Let us examine the

commercial wviabillity of a hypercube machine by estimating the market cost
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of a hypercube machine and comparing 1ts performance with competitive

products.

Since the single board of the hypercube machine would be produced in such
large volume, its cost would follow the same economics as semiconductor RAM
systems today. We will estimate the cost market of a hypercube machine by
analogy to a large RAM systen.

4
At today’'s market prices semiconductor RAM costs $15,000 per megabyte .

Semiconductor RAM boards usually consist of boards populated approximately
75% with 16K RAM chips. One megabyte of RAM would comsist of 512 RAM chips

and 170 support chilips by the above model. The cost per chip is therefore

$22.

The hypercube machine described in this paper <consists of a processor
with 77 chips. Each processor has a 0.5 MIP performance on normal

instructions, a floating point speed of 20 uS, and 1/8 mB of wmemory. At

$22 per chip the cost is under $1700 per processor.

A DEC 11/780 (VAX) has a floating point speed of about 1 uS, and could
reasonably support 10 mB of memory. A wachine 3in such =& configuration
would cost $400,000. If the same $400,000 were spent on hypercube machine
processors at $1700 each, 235 could be purchased. A hypercube machine of
235 processors would have an equivalent floating performance of 0.1 uS, and

30 mB of memory.

4
These prices include power supply and backplane.



A CRAY-]1 has a floating point speed of 15 nS, and costs $15 million with
a large amount of memory. To obtain the equivalent floating po‘
performance with hypercube machine processors at 20 uS per processor, 1,333
would be required. These 1,333 processors would additionally have 166 mB

of memory, much more than the CRAY~1l, and would cost $2.2 million.

3,3, Long Range Projections

These prices are conservative. TFor example, approximately 2/3 of the
chips (but less than 1% of the transistors) in the processor are SSI/MSI
chips in the interprocessor interface section. Should a2 large effort be
made to build such machines, these chips could be reduced to 1 or 2 LSI
chips. Also, the processor used is the oldest 16 bit CPU and the floating

point unit 1s the first constructed by the 1ndustry.

As discussed previously, improving technology will continue to decrease
the number of chips per processor to a limit of one or two. Since ‘
processors are so amenable to IC implementation, their price/performance

will increase much more rapidly than average.

In summary, the hypercube machine being comstructed at present has a
potential ©price/performance that 1is about 7 times better than products
available today. Even given a substantial inefficiency 1In software, the
hypercube machine will be noticeably better and either a VAX §r CRAY-1.
Future improvements in microprocessor technology will drastically Jimprove
this already good situation. More efficient CPUs and floating point units,
angd special interprocessor communication chips should reduce

price/performance by an order of magnitude.



4, An Overview of the Implementation

The hypercube machine can be divided into three parts for convenience of
explanation: 1) the array of microprocessors, called the main processors,
2) the dedicated host, which controls the array and interfaces to 3) the
host (or hosts), which are mainframe machines the perform compiling of code
for the machine., Figure 5 1s an overview of these parts and their

interconnections.

4.1, Main Array of Processors

The main array is essentially a multi-dimensional array of
microprocessors. With one exceptlion, these are all identical processors
that connect only among themselves in a tightly connected network. One of
the processors has one extra connection, however that connects the array to

the rest of the world.

All of the main processors are connected by a control bus. This bus
allows sharing of functions that are sawe for all processors, such as clock
and memory refresh. The control bus also provides a flexible but low
bandwidth global communications capability for use by diliagnostics and as a

network-wide software debugging aigd.

The processors are interconnected by fully asynchronous bidirectional

connectlons. The hardware supports a 64 bit 1Interprocessor message by

generating interrupts only when complete messages can be input or output.

4,2, Dedicated Rost
The dedicated host 1s the interface between the general purpose host

computers and the array. The dedicated host interfaces to the array



through one asynchronous connectlion and is the master of the control bus.
The dedicated 'host also interfaces to the mainframe hosts and to cons‘

terminals.

In addition ¢to serving as a hardware interface to the array, the
dedicated host fulfills an Iimportant function in some algorithms, see (HEP

81]. For thils reason, the dedicated host will have a substantial amount of

RAM: 512Kb-1Mb.

An unsuspected function of the dedicated host 1s the running of
diagnostics on the entire array. The dedicated host will have the ability
to control the supply voltage and clock frequency as well as control the
master reset and RAM refresh rate of the entire axray. These abilities

will aid diagnostic programs in locating faulty boards.

The present plans are to construct the dedicated host with the same .]
as the maln processors, for reasons of software compatibility. Future
plans may <c¢all for more thanm one dedicated host, or a processor that is

faster than the main processors.

4.3, Mainframe Hosts

Since nelther the array nor the dedicated host will have any secondary
storage, they would be inappropriate for compilers. Compilling will occur
on either the HEP VAX or the (S DEC-20 and the machine code will be
downloaded to the dedicated host and then to the array. At present it
appears that the CS DEC-20 will be used for assewbly level system software
developement and the HEP VAX will be used for applications programming in

c‘
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5. Proposed Plan of Action
. A project to evaluate this architecture will consist of three phases:
1. Construction of a 64 processor prototype array and dedicated
host.
2. Development of system software.
3. Application of the machine to different problems.

4. Construction of a 1024 processor hypercube machine.

This document will be concerned only with items 1,2, and 4. Caltech’s

High ©Energy Physics group is eager to apply such a machine to real physics

problems [HEP 81].

5.1. Current Status
Work has already begun on constructing the hypercube machine. Funds were
provided in anticipation in the computer sclience ARPA budget for work on
. bullding a concurrent machine. These funds, amounting to a non-renewable
$20,000, are being used at present., ARPA 1interest in the project 1is
considerable, but 1in a gemneral atmosphere of budget cutting, funds to
construct a wuseful hypercube machine will be difficult to obtain.

Additional funding is being persued with ARPA as well as with others.

As of Janvary 1582 approximately 50%Z of the engineering has been
completed. Engineering is proceeding on the remainder of the machine and

will be completed before any additional funding could have an effect.

5.2, Timetable for Future Work

The only part of the machine that has not yet been funded 1is the
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construction of the actual array . A proposed timetable for future work is

shown below:

Phase I - 64 processor machine

1 September 1981

1l January 1982

1 March 1982

1 July 1982

1l October 1982

Pha

se 11

1024

1l March 1983

1 October 1983

5

Other

parts

Project to build 64 processor test model of the hypercube
machine begins, Hardware design and prototyping begins
immediately.

Working model of the maln processor. Software development
begins now.

Design of main processor is complete and the design 1is
submitted ¢to a contractor for PC layout and fabrication of
64 units. A complete software model of the hypercube
machine 15 <complete, 1including the dedicated host and at
least two maln processors.

Primitive system software 1s <completed. Boards to
construct a 64 processor array are delivered by the

contractor., Boards are now assembled 1into an array and
tested.

64 processor system is fully operational.. Programs of the
approximate complexity of Laplace’s equatiom run.
technology evaluvation 1is performed to determine if be

chips are available for any part of the system, If
necessary, redesign begins.

processor machine

A potentially redesigned main processor is submitted to a

contractor for construction of 1024 units. Some physics
research problems should be complete by this time.

1024 unit hypercube machine becomes fully operational.

of the machine are wused only in quantity one, and

engineering prototypes will be used.
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5.3. Cost Estimates
An estimate of the cost of constructing one hypercube machine processor

and building it into a processor array is shown in figure 2.

It will be noted that in figure 2 the cost is largely influenced by the
$400.00 cost of the 8087 floating point chip. As of January 1982 the 8087
chips are scheduled for delivery to suppliers om a 4-6 week basis at a
retall cost of $§400. It ise expected that the price of these chips will

drop very significantly in the following few months.

Besides the 8087, the price of other parts 1is dropping rapidly now. Ir
particular, the 8086 processor and the 64K RAM chips should be available
for less than the proposed price. Filgure 3 is a prediction of the actual
cost of producing the array on a perxr unit basis. These figures only are

used In the later cost estimates.

Figure 4 1s a schedule of the expenses that would be required to complete

the project 1if funding were available.

Considerable graduate student and faculty interest has been expressed in
the Computer Science Department in communications software for the
hypercube machine. Funding of research In this topic can proceed after the
machine 1s in operation. To get the machine into a basic operation it will
be necessary to have a primitive network operating system and diagnostics.

A manpower budget for this is included in figure 4.
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Item

Double sided PC board:
8087 floating point:

8086 microprocessor:

64K RAM (2164):

8528A interrupt:

745225 fifo:

mise IC:

Share power supply (24/5V)
Share backplane

sub-total:
Assembly and testing:

total:

Figure 2:

Quantity

1
1
1
16
2
12
many
1/10th
1/64¢th

Cost
$50.00
$400.00
$100.00
$14.00
$18.00
$4.50
$40.00
$300.00
$4000.00

$250.00

Per Processor Costs

March 1982

March 1983

$1200

$800

Extension

S00@

$100.00
$224.00
$36.00
$54.00
$40.00
$30.00
$63.00

$997.00
$250.00

$1247.00

Figure 3: Estimated Cost of the Main Processor on a Per Unit Basis .




Period

l1-Mar-82-

30-Sep-82

64 processor prototype: $76,800
(64 processors at $1200 each)
1023 processor array:
(1024 processors at $800 each)
Staff (quantity):
DeBenedictis 1

Graduate Student:

Hardware work: 1

Software work: 3
' Technical:

Hardware work: 1

Software work: 1

Figure 4: Expense Schedule for Construction of the Hypercube Machine

1-0ct-82-

28-Feb-83

1-Mar—83=-

1-0ct-83

$819,000

15



HOMOGENEOUS MACHINE
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F{gure 5: An Overview of the Hypercube Machine



Figure 6: Engineering Prototype of the Main Processor
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1. Introduction

What communlcalions primitives will be available 1o programs running on (he
homogencous machine?  One requirement Is that the CPU overhead be low whnn
fhe communications s simple (e.g. syslolic). On the other hand. hae
comnumications must be general cnough to support dynamically sllocated processens
(e.g. COPE). If a general conmnunications strategy cxisted that was comjuatidd-
with these requirements il could be implemented as part of the ROM residnnl

operating systom.

2. Types of Prablems and Necessary Conmimumications Capabilities
A spectrum of communicalions slrategics have been proposed.  Each stralqorny

trades sinplicity and cfficiency for capability. These are listed below:

Systolic: In zystolic comununication both the scnder and the receiver
musl be wailing on the same communication cvent for i
cuvenl 1o procecd. Syslolic communication iz madeled by 1veo
monitor calls: one 1o =z=end a incasange over a partioular
clhimnel. and one o receive a messaqe.  The characteristics
of the ¢alls is that they hang undil functlion can bhe corapleteg],
locking out any othcer proceszor aclivily. No inlcrrupls
required. '

Processor Dircctied: In ;proccssor dirccled  communication cach  mesaage gz
accompanicd by a specification of the processor that is 1o
reccive it. When a messane enters a processor 1hat mes-oagn
is cither delivered to the program running in that procnssor or
rclayed to anolher processor.  If relaying st occeur  the
opuraling syslem decides which link iz most apprapriate lo
forsvard the mwessage. Quueueingg con be  imy:lemiended  for
relayed meszages and/or for messages declined for  he

proceszor, Interruplz are reaguined.

Process Directed:  In process dirceted communication there may bz mare then
one process in cach processor. Furthermore. procassos mny
move around belween processors, Communication iz dirccisd
to a partlicular procens, cven though the procescor wvelicre: {lint



process iz currently  resident may not  be  known,
Implementation of this scheme is very invoived.

3. Processor. Directed Communication

Processor ditecled communication offers extremely high speed and sufficient

generality to be the best choice.! The conununications primatives approprinte for

this type of communication arc shown below:

int outA(Dest)

int outB(Buf.Lon)

int mﬂ}( )

int inB(Buf.Len)

4. Deadlock

Specifies a messane to another processor. Dral is e
destinalion processor (0-63).

Secnds merzage data lo the sclectod processor. Ouf is poinber
to an inteyer array {hat conlains the inforimalion ta 1o
transmilted. Len byles starling at Buf are trincmitiod. e
value returned is Q if the transmiszion was success{ul or -1 if
oulpul buffer space was full.

Reccives a meszage. The value rcturned is the idendifieadia
of the sending proccasor. or -1 if po meszage vras avail Jd

Recaives a message. Buf is a pointer to a Len viord black
where the mc:issa_qc is deposiled. If the remaining nyec-uoaegpes is
langer than {he buffer. the buffer is filled with a5 muh of Ui
message as possible and O is.returned, I the mas-:a e fits o
the buffer. the numbir of byles transforred is returnind,

Deaadiock can potentially occur for two recasons: 1) the uscer program assuimes

too much gucucing, or 2) the message passing system deadiocks.  The following

rule will prevent a uscr program frem deadlocking:

Us=cr program deadloclk prevention rule:

A user program may nol wail on a failed oul calt unlens in

calls are processad during the wait,

The message passing system uses a deadlock free rouling algaritlvn, This

algotithm is described below (icfer to figure 1 for nolation):
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Figure 1: Notalion Cooncerning Processors in a Hypercube

- Lel processors be idenlilied by their coordinate in the byperenise:
(a.b.c.d.e.f). The lelters a.b.c.d.ed arc cilher zero or onc. and are
transimilted as a Lvibary number abed2f,

- Let the links 1o olher proceasnors lic labeled a. b, e, d, e. and {. ihe
labcling is chosen 1o correspond 1o {hie bit labeling of the prowvions
paragraph. =~ (l.c. the procaszors on cither end of link ¢ have

. identifications that differ only in the ¢ bit.)

- When a meszafe iz available from a link 1the identification of il
destination processor is analyzed before it is reimmoved from thiz vl
queue, Analysiz consists of  XORing  the  destinatlion  prores-or
identification  wilh  the idenlilicalion of the processor wilh  the
message and performing one of lwo funclions:

1. If the tdentificalions are the same then the message is destin~d
for thal proceasor. The mezsage is made available for input. If
the mnput buffer is full the coperaling sysiem runs W vser
program until that is no longqer so.

Z.Af the idendificoliona are diftorent, then the message st boe
forwaarded. The link lo farwand is determined by the folloveing
algorithm: the laftmo=x! bil in the diffcrence is lacated et .
determines the forwardiog link,

This system does nol deadlock for the following reason: If a message artivies on
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tink f (Jeast significant LIY) then it must be deslined for {hat processor. This is irue
because to be forwarded to link f by the preovious processor all other bits must
malch. The user program on the processor must remove the message cvenlually.

The S).rsiem therefore cannot decadlock with messages in link f.

Now consider link e. If a message has arfived in link e, bits a-e must maich, 11
bit f malches then the message can be made avaslable for inpul and Htive is no
problem. If bit 1 does not match the message is forwarded to link f. JDince lhe
system camo!l deadlock wiith a message in linlk {. it will nol dcadlocl i this

condition. Thercforc the system will not deadlock with a message in Ink ¢ or f.

By induction. il has bLeen proven thal all links to the right -of Tinli »x cdex
deadiock. If a meszage arrives on linlk x then it iz knawn that all bils o Lwe do0dl
and including x maleh. Therefore the message will either mmalch exactly. or i wiill
be forwarded ta a link to the right of x. If an exacl mateh ocecurs, tha esszadic i
consuimed by thc user program. If the meszaqe is forwarded dendioal: conee =

occin because all links to the righl of x do nol deadlock. Thercfore. lindl x dn

noat deadlock.
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PINS S6
PINS S7?
PINS s8
PINS 39
PINS 60
PINS 581
PINS 62
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PINS &64a
PINS &S
PINS EB
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PINS 68
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PINS 70
PINS 21
PINS 72
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PINS 74
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PINS 78
PINS 7S
PINS ap
PFINS B1
PINS ez
PINS 83
PINS 84
PINS as
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P1NS a7
PINS BB
PINS 89
PINS =17
PINS 91
PINS 92
PINS g3
PINS 94
PINS 95
PINS 96
PINS 97
PINS 9B
FINS =1
PINS 188
FPINS 121
FPINS 182
PINS 193
FINS 184
FPINS 185
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PINS 187
PINS i@a
FPINS i@9
PINS 110
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+57GND
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R36+37
Ri"37
R 37
R4z+37
R44+37
R46+37
rR48+37
R5B+37
R52+37
R54+37
R@A1+49
RO3+49
RBS+49
RB7+49
RA9+49
R11+49
R13+49
R15+49
R17+49
R19+49
R21+49
R22+4¢
R24+49
R25+49
R27+49
R28+49

R3G+43
R4 9
R33+49

R34+49
R3&+49
R3IB+49
RA40+495
R4Z2+49
R44+49
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R48+49
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RS2+49
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R11+07
R13+@7
R15+07
R17+87
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R22+@7
R2 7
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R27+Q7
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R3B+4+37
R2 7
R3IF¥QT
Ra4+@Y
R36+827
R3B+27
R4B8+807
R42+@7
R44+07
R464+87
R48+AQ7
R56+87
RS2+0Q7
R54+@7
R@1+19
RA3+19
RAS+19
RA7+19
RAS+19
rR11+19
R13+19S
R15+19
R17+1i9
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R21+19
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R27+19
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R344+19
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R4@+19
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R44+16G
R46+19
R48+19
RSB+19
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R11+31
R13+31
R15+31
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:SU
GND
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:GND
15V
:GND
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:GND
:5V
:GND
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R24+31
R 31
R 31
R28+31
R3IO+31
R31+31
R33+31
R34+31
R3&€+31
R38+31
R4B+31
R42+31
R44+31
rR46+31
R4B8+31
R58+31
R52+31
RS54+31
RO1+43
RG3+43
RAS+43
rRA7+43
RA9+43
R11+43
R13+43
Ri1S+43
R17+43
R 43
R2T*43
R22+43
R24+43
R25+43
R27+43
RzZ8+43
R368+43
R31+43
R33+43
R3IA4+43
R3I6+12
R38+43
R4AB+43
R42+43
R44+43
R46+43
R48+43
R52+43
R52+43
R54+43
RO3I+5SS
RBS5+55
RE7+55
RBS+5S
R1 455
rR1 S
R15+55
R17+4+S5S
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PINS
PINS
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1Y)
: GND
15V
:GND
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:GND
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15V
I GND
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:GND
15y
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SV
: GND
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R19+55
RZ S
RZ2¥SS
R24+55
R25+S5S5
R27+55
RZ28+55
R3©+5S
R31+55
R33+53
R34+55
R36+55
R38+55
R48B+55
R42+5S
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R46+53
R4B8+SS
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PINS
ROSOFF
ROSOFF
ROSOFF
ROSOFF
RBZQFF
R F
ROBOFF
ROBOFF
ROABOFF
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13U
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Y:-5
Y:—-S
¥Y:--5
Y:i-S
Y:-S
Y:-5
Yi-5
Y:i-5
Y:~5
Y:-5
Y:-S
Y:-S
Y:-§
Y:-5
Yi-5

Q00PN ECEDEIIDINEEODOOODOIG

. 40
.4P
.40
.40
.48

48

.40
. 40
.48
.42
. 40
.44
.49
.48
.40
.40
. 40
.40
-4
.48

. 80
.58
-4@
.50
. 40
.50
.40
. 98
.40
.50
. 48
.Se
. 40
.58
. 40
. 5@
. 40
.50
. 40
.59
.49
.50
.40
.58
. 49
.50
.40
.50
.40
.5e
.40
.50
. 40
.5@
.40
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R190FF
R 1B F F
R NEBFF
R190FF
R2GOFF
R20OFF
RZ10FF
RZ10FF
R220FF
R2Z0FF
R220FF
R220FF
R23I0FF
R230FF
RZ30OFF
RZIOFF
R240FF
R240FF
R250FF
R2SO0FF
R250FF
R250FF
R2BOFF
R260FF
R270FF
R270FF
RZBOFF
RAFF
RZBOFF
R28BOFF
R290FF
R290FF
R3IQOFF
R3AOFF
R31OFF
R310FF

RB6PBA3
RAGPR3
RAGFA4
RA6PAS
RAGPASE
RBE&PA7
rRasF28
RABFPA9
RQS5P@A9
ROSPA8
RASPAY7
RASFB6
RASPAS
ROSPA4
RASPA3

Rf.'BB

R10P@3
Ri10PQ4

17:43 1982

PINS
PINS
PINS
F1NS
PINS
PINS
PINS
PINS
PINS
P INS
PINS
PINS
PINS
PINS
PINS
PINS
PINS
PINS
PINS
FPINS
PINS
PINS
PINS
PINS
PINS
PINS
PINS
PINS
FINS
PINS
PINS
FINS
PINS
PINS
PINS
PINS

DIF14

RAGFH3
RO6FB3
RB6FR3
ROBFPA3
ROEFQ3
RE&6PB2
RABFB3
RE6PO3
RA6FB3
RBEFPE3
RAGFRA3
ROEFPA3
RAGPB3
Re&PO3

DIFP14
R18PBA3
RiAPA3

3s
36
37
38
35
4@
a1
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
6@
61
62
63
64
65
£6
&7
68
69

[
WD UAE N

e
H DN =

break.chp Page 7

NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC

RCUY
*DELAY

-RESET
*INIT/

NC
SNC

GND
$NC

NC
$NC

NC
SNC

NC

SV

DELAY
$~RESET

Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibpus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Multibus
Mutlttibus
Multibus
Multibus
Multibus
Multibus
Mulitibus
Multibus
Multious
Multibus
Multibus
Multibus

connector
connector
connector
connector
connector
connector
cannector
connectar
connectar
cannector
connector
connectaor
connector
cannector
connectar
connector
connector
connector
connector
connectlor
connector
cannector
connector
connectar
connector
cannector
cannector
connectaor
cannector
connectaor
connector
connector
connector
connector
connector
connector

7407 -0UTPUT
7407 -0CUTPUT
74@7-0OUTPUT
7407 -~0UTPUT
747 -OUTPUT
7487 -OUTPUT
74@7-0UTPUT
7487 -0UTPUT
74Q7-0UTEUT
7487-0UTPUT
7407 -0OUTPUT
74Q7-0UTPUT
7407-0UTPUT
7407 -0UTPUT
7487-0UTPRUT

MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MUL.TIBUS
HMULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS
MULTIBUS

DRIVER
DRIVER
DRIVER
DRIVER
DRIVER
DRIVER
DRIVER
DRIVER
DRIUVER
DRIVER
DRIVER
DRIVER
DRIVER
DRIVER
DRIVER

e v

X XXX XXXHXEX XXX KXAYMXXXXXXXXXXXKXAXXXX XX XX

(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:
(OPENX:

7414-LEVEL DETECTOR (74C14 SCHMITX:
7414-LEVEL DETECTOR
7414~LEUEL DETECTOR (74C14 SCHMITX:

(74C14 SCHMITX:

DO IO O - = e e e

(SN

OOV VUV UU VUL BD AARMRMIAMAALMAIAMARNMDBDBRAMDWOLOWLW

.68
.70
-7e
.98
.9e
. 88
. 8@
. 2a
.28
. 3@
.30
.58
.58
. 68
.60
.80
. Ba
.90
.90
.10
.1
.38
.38
.58
.50
. 6@
.60
.88
.B@
.98
.99
. 2@
.28
.38
. 3@

.1a
.18
.10
.1e
.18
.1@
.18
.18
. 8@
.68
.B@a
.80
.88
.89
.89

.90
.58
.9a

.50
.48
. 50
-4a
.50
.48
.50
.48
.58
.49
.58
.40
.50
.48
.58
.40
. 5@
.40
.59
.48
. 5@
.40
. 50
.40
.58
.48
.58
.49
.50
.48
.58
.40
.50
.49
.58
.40

CAL AL (€L LIAL AL CL LI L
OO NNERRNENNOIOOCOERNTINEOREON

1-8.zP
:-8.20
—-8.38
i —-@, 498
:-9.58
I-8.60
:-@a.70
. Be
.—0.860
:-B.70
1-48.60
r-@.58
:—-8.48
:—-@.30
1 -@.28

T A I S AR AR S S S I A
|
©

Y:—-8.20
Y:-9.30



Apr 22

RiBP@GS
Rgi'pa
R1VFQ7
R12FPQR8
R10FPO3
R@A@9FPB29
R@SFPB8
ROSPO7
RBOFR6
RBSPBS
R@3PB4
RA@SPB3

rR@dP@3
RO4FPB3
RP4AFPAA4
RA4PAS
RA4PB6
rRA4PQA7
Ra4rPE8
RA4r@aS
rRA3rPAS
rR23PB8
RA3PB7
R23rPE26
rR@3FES5

ROA2PA4
R 23
RU4aP@1

RO4FA1L
RO3POB1

ROBPA1
RAEPA1
RASPQ1

RO8FO1
R@BsrPA1
rRA7PE1

Ri1@P21
RiBPB1
rRASPAL

RB4P12
rR@4aP12
rRB3P12

rREerP12
rRaA6P12
rRASP1Z2

RJ'.iE

R@ABP1Z
RB7P12

17:43 1982
R18PB3 3
R1BFPA3 4
R1BPA3 S
R1GFO3 6
R18FB3 7
R1aPA3 a8
R1BPAO3 S
Ri8PR3 1@
R18PB3 11t
R1OPB3 12
R18PO3 13
R1BPR3 14
DIP14
Rearas3 1
RrR24£03 2
rRa4P@3 3
rR&4PB3 4
R24PB3 5
Re24PA3 6
R&4P@3 7
RB4PA3 B
RB4PA3 =)
Re4P@3 10
R@4PE3 11
rR24PO3 12
R@4PB3 13
RG4PR3I 14
ChP

Re4rP0O1 1
RA4PB1 2

cCapP
RAGPA1 1
RaspPgi1 2

cAapP
ReoPal 1
resrPoa1 2
CAP
R18FPB1 1
R10FA1 2
CAP
R@aPL12 1
rR@4P12 2
CAP
RO6FP12 1
RB6P12 2
CAP
RB8P12 i

rRa8P12 2

break.chp Page 8

=RCV
$RCV
NC
$NC
GND
$NC
NC
$NC
NC
SNC
NC
SV

<RCUVL
NC
$—-RCV
NC
NC
$NC
GND
$NC
NC
NC
ENC
NC
NC
=10}

? GND
HES1Y

i GND
;35U

5 GND
i SV

» GND
5 SV

5 GND
>3V

5 GND
;i SU

> GND
7SV

7414-LEVEL
7414-LEVEL
7414-LEVEL
7414-LEVEL
7414-LEVEL
741 4-LEVEL
7414-LEUVEL
7414-LEVEL
7414-LEVEL
7414-LEVEL
7414-LEVEL
7414-LEVEL

751839-INPUT
73188-INPUT
75189-1INPUT
?51B83-INPUT
75189-INPUT
75189~ INPUT
735189-INPUT
75189-INPUT
75189~INPUT
75189-INPUT
75189-1INPUT
75189-INPUT
75189-~INPUT
75185-INPUT
75189-INPUT

CAP—-5V
capP-5uy
CAP—-5U

BYPA
BYPA
BYPA

CAP-3V
CAP-5V
CAapP-5V

BYPA
BYPA
BYPaA

cCAP-5y
CAP-3U
CAP-5UV

BYPA
BYPA
BYFA

CAP-35UV
CAP-5UV
CAP-5V

BYPA
BYPA
BYPA

CAP-5V
CAP-35Y
CAP-5V

BYPnA
BYPA
BYPA

CAP-5V
CAP-5SUV
CAP-5UV

BYFPA
BYPA
BYPA

CAP-SUV
CAP-5V
CAP-SUV

BYPA

DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR
DETECTOR

rRS232
RS232
RS232
REZ232
R5232
RS232
RS232
Rs232
RS232
RS232
rRS5232
RS232
RS232
RS232
rRS5232

TO
TO
TO
TO
TO
TO
TO
TO
T0
TO
TO
TO
TO
TO
TO

ss
§S
S8

8ss
SS
=3=1

S§S
1)
SS

S5
|ss
S¢S

sSs
SS
=153

sS
58
SS

SS

BYPASS
BYPASS

(74C14
(74C14
(74C14
{74C14
(74Cia
(74C14
(74C14
(74C14
(74Cl4
(74C14
(74C14
(74C14

TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL
TTL

SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:
SCHMITX:

RECEIVERX:
RECEIVERKXK:
RECEIVERX:
RECEIUERX:
RECEIVERX:
RECEIVERX:
RECEIVERX:
RECETUVERX:
RECEIUVERX:
RECEIVERKX:
RECETUERX:
RECEIVERX:
RECEIVERX:
RECEIVERX:
RECEIVERX:

X:
X!
x:

X X X X X X oKX

x X

X X

L e N S S Ll o

O8NP NIPAREEOE®

DO L -~ [ LU N

e

Jtr

.29
.9
. 30
.90
.59
.68
.60
.60
.68
.64
.60
.60

.7a
.78
.78
.78
.78
.78
.70
.70
.40
.40
.40
.48
.48
.44
.48

.70
.78
.42

.18
.10
.8a

.58
.88
.20

.58
.90
-608

.70
. 7@
.40

.18
.18
.8a

.50
.58
. 2d

< =<

< <

< <

D P Tt

eI A I S AR O I I S R S A 4

< < =<

< < <

[ I UL [N [\ Y]

o0

.48
.50
.66
.70
. 8@
.80
.78
.60
.50
.40
.3e
.20

. 20
.28
.36
.48
.Sa
.60
.78
.80
.80
.70
. 6@
.58
.48
. 36
.28

- 8@
.09
. 8@

.02
.an
.00

. 0@
.08
. 20

. 08
.80
.88

.18
.18
.10

.1
.16
.18

-10
-108
.1@
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R 12

R 12

R@A9P12

ROBPB3
R2BPA3
Re@grPe4
R@BFAS
RO8Fas6
ROBPA7
ROBPEAB
RBBPBY
RAe6P108
RO7FP10
RO7PO9
RA?7FE8
RO7PB7
RA7PBS
RB7PBAS
RB7PB4
RB7PB3

MANUAL
R420FF
R4Z0FF
R430FF
R4 F
RAJOFF
R430FF
RA40FF
RS40FF
R440FF
R440FF
R4S0FF
R4SOFF
RASOFF
RASOFF
RA4GOFF
R4A60OFF
R460OFF
R460FF
R470FF
RA70FF
RA470FF
RA7OFF
R4BOFF
R4BOFF
R480FF
RABOFF

17:43 1982

cAP
R18P12
R1iBFP12

N »

DIP16
rRABPA3
RBEBFO3
RE8PA3
RA&PA3
R@BFRA3
R@E@BFO3
Rasre3
ReBFO3
ROBPA3
ROA8POA3 10
rRasFPas 11
ResP@es 12
RASPA3 13
RABPA3 14
RagrFB3 1S
R@BPB3 16

VONOUADLDNKR

RIBZ26
MaNUAL 1
MANUAL 2
MANUAL 3
MANUAL 4
HANUAL )
MANUAL 6
MANUAL 7
MANUAL 8
MANUAL S
MANUAL 1@
MANUARL 11
MANUAL 12
HANUAL 13
MANUAL 14
MANUAL 15
MANUAL 16
MANUAL 17
MANUAL 18
MANUAL 19
MANURAL 28
MANUAL 21
MANUAL 22
MANUAL 23
MANUVAL 24
MANUAL 25
MANUAL 26

break.chp Page 9

5 GND
i SV

NC
NC
NC
NC

'DELAY

NC
NC

!DELAY

SV
NC
NC
GND
NC
NC
NC
NC

GND

$NC
${RCV

NC
NC
NC
GND
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC
NC

CAP—-SVU BYPARSS
CAP~SY BYPASS
CAP-35Y BYPASS

COMP-RESET
COMP-RESET
COMP—-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP—-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP-RESET
COMP~RESET

RIBZ26
RIB26
RIBZ6
RIB26
RIBZ6
RIB26
RIBZ6
RIBZ26
RIBZ26
RIB26
RIBZ6
RIB26
RIB26
RIB26
RIBZ6
RIB26
RIB26
RIBZ26
RIBZ26
RIB26
RIBZ6
RIB26&
RIBZ26
RIBZS
RIBZ6
RIB26
RIBZ6

CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR
CONNECTOR

ANALOG
ANAL OG
ANALOG
ANALOG
ANALLOG
ANAL OG
ANAL.OG
ANAL OG
ANAL OG
ANAL OG
ANAL OG
ANALOG
ANALOG
ANALOG
ANALOG
ANAL OG
ANALOG

CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHaANNEL
CHANMNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL.
CHANNEL
CHANNEL
CHANNEL
CHANNEL.
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL
CHANNEL

X X X
[

oy

XX XXXXUXHXXHXX XXX XX
R O O T N~ Y T T = S Sy oy Sy

WOCWLLOOWLLLYVWODLLYWBLRWOLWWWWWWWw
XXX AXXHAXKHHXXAXAXXXAHXXXXX XXX XX
S8 VOUOVODYVLOLLUULYLULUOUYDUYUWYOWDODDODD

e

.30
.98
.68

.58
.58
.50
.50
.58
.oa
.58
.58
.58
.20
-20
.20
.28
.20
.28
.20
.28

-80
.B@
.80
.90
.90
.00
.08
.1a
.19
.20
.28
.30
.30
.49
.40
.58
.50
.60
.60
.@
.70
. 8@
. 8@
.90
.98
.80
.00

< =< <

<AL €CCLLLC<< L <<=

<AL L LALCLLCLLLALCLC L€K< <<

.1e
.10
.12

.28
.20
.30
.40
.58
- 6@
.78
.86
.90
.90
. 88
.70
.68
.58

.38
.28

.88
.80
.90
.80
.90
.80
.90
. 8@

1%

.89
. 9@
. 88
. 9@
.8n
. 9@
. 8e
.90
. B@
.96
.80
.90
. 99
. 98
.89
. 90
.88
.90
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4 17:04 1982 map Page 1

FIB MEMORY MAP

IP32 ¢ TX PIC READ :
P38 : TX PIC WRITE !
IP2E : ___________________
I1P24 ?______-ﬁ--________:
P22t RX PIC READ
P28 i RX PIC WRITE  :
IP1E :______________Q___:
IP1C : ____________ .
(P1A  : FIFOS RESET
P18 : FIFO4 RESET
1Pt : FIFO3 RESET !
P14 i FIFOz RESET
11z i FIFOL RESET ¢
IP1e i FIFOB RESET
IPQE T__________~~~_____T
IPRC ?_________—____-_—_:
IPBA  : FIFOS DaTA
tPes  : FIFO4 DATA
1Pes  : FIFO3 DATA
tPa4 i FIFoz DATA
P2 : FIFOL DATA

IrPee . FIFOB DATA :
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Note: IP is the page in the I/0O segment.

; not used
FIFO and PIC select
i FIFO select
: FIFO select
i DATA/RESET enable
: ; ! FIFO/PIC enable

' not used
not used

10 = —(—iorc ~ iowc)
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>
;code for the state machine prom, 74s28B

I 4

; puts:

3o 7 6 S 4 3 2 1 B

;i —fifoi -fifoo loadsr -—-fackx -sren nst2 nsti nsto

I 4

rinputs:

H 4 3 2 1 2

3 —fifos -iorc nst2 nsti nst@

;

7 input meanings:

5 —fifos -iorc

; o g read from ¥fi1fo

; %] 1 write into fifo

> 1 a not accessed

H 1 1 not accessed

fifoi = 128

fifoo = 64

loadsr = 32

fackx = 16

sren = 8
asect Q
byte i + fifoo+fackx
byte 2 + fifootfackx
byte 3 + fifootfackx

~— byte 4 + fi1foot+fackx

byte 4 + fifoi+fifoo+sren;assert acknowledge and wait for reply
byte 4 + fifoi+fifoo+fackx+sren
byte 4 + fifoi+fifoo+fackx+sren
byte 4 + fifoi+fifoa+fackx+sren
byte 1 + fifoi+fifoo+loadsr+fackx
byte 2 + fifoi+tsren+fackx
byte 3 + fifoi+fackx
byte 4 + fifoit+fackx
byte S + fifoi+fackx
byte 5 + fifoi+fifoo+sren;assert acknowledge and wait for reply
byte S + fifoitfifoo+fackx+sren
byte S + fifoitfifoo+fackx+sren
byte e + fifoit+fifoo+fackx+sren
byte %] + fifaoitfifoo+fackx+sren
byte %] + fifoi+fifoo+fackx+sren
byte (2] + fifoitfifoo+fackxtsren
byte (%) + fifoi+fifoo+fackx+sren
byte 0 + fifoi+fifoo+fackx+sren
byte a + fifoi+fifoo+fackx+sren
byte a + fifopi+fifoo+fackx+tsren

’
byte %) + fifoi+fifoo+fackx+sren

- byte %) + fifoitfifoo+fackx+sren

byte %) + fifoitrfifoo+fackx+sren
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byte
byte
byte
byte
~— byte

[\

prom Page 2

+ + 4 + +

fifoi+fifoo+fackx+sren
fi1foi+fifoo+fackx+sren
fifoit+tfifoo+fackx+sren
fifoitfifoo+fackx+sren
fifoi+fifoo+fackx+sren
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Homogeneous Nachine

Instructions for Contractor

7 June 19082
W. C. Athas

Erik P. DeBenedictis

The research described in this document was sponsored by the Defense Advanced
Research Projects Agency, ARPA Order number 3771, and monitored by the Office of Naval
Research under contract number NOCO014-79-C-0597.



1 Overall Requirements:

The California Institute of Technology (Caltech) Computer Science Department
requires that the current design of Its Homogeneous Machine Processor (HMP) be
constructed on a printed circult (PC) board and replicated 80 times. The wire-wrapped
version of the HMP has been tested to Caltech's satisfaction and it is raquired that the PC
version perform equally or better than the wire-wrapped version. Materials supplied by
Caltech will be a set of block diagrams and the wire-wrap lists. Services required by the
contractor(s) will be the following:

1. Transferring of wire-wrap lists to PC masks
2. Fabrication of PC boards from masks
3. Stuffing of PC boards with components.

4, Testing assembled boards.

2 Homogeneous Machine Tutorial:

Due to the uniqueness of the Homogeneous Machine project, the following brief
explanation of the machine is given. The entire Homogeneous Machine is an interconnection
of 64 HiviP*s configured as a Boolean 6-cube, or In other terms, a 6 dimensicnal hypercube.
For the uninitiated, this requires that each HMP have a 6 bit binary number that uniquely
determines its location in the hypercube. The 6 bit binary number represents an ordered
6~tuple where each bit represents the HMP's coordinate in a six dimensional space where
each coordinate may only fhave the binary value of O or 1. Two HMP*'s will anly be connected
if and only if there 8 bit~numbers differ in exactly one location. For example, where bit 5§ is
the most left bit and bit O is the most right:

000000 and 000001 are connected since only blt O differ.
000000 and 000011 are not connected since blts 0 and 1 differ.

0111171 and 111111 are connected since only bit 7 differ.

101010 and 010101 are not connected since all the bits differ.

Each HMP has 6 interconnections to 6 other HMP's, in addition to these connections,
there Is a global contro) bus which supplies the hyporcube with:

1. clock
2_reset
3. sync
4

. miscellaneous glabal communication lines



3 Design Materials Provided by Caltech:

3.1 Wire Lists:

The wire lists are the definitive description of the HMP's, they will be the only
document guaranteed by Caltech as being the correct description of the HWP. The wire Jists
describe the interconnection of all components inciuding edge c¢onnectors which are
represented as a series of wire-wrap posts. No information on component placement s
avallable from the wire lists. Any instances where it is desired that logical elements be
re-wired to simplify PC layout while maintaining the functional integrity of the HviP must have
written approval from Caltech.

3.2 Block Diagrams:
A set of block dlagrams will be supplied that show In detall both control and data flow.

4 Design Materials Not Provided by Caltech:
Caltech is not respoensible for the following list of ltems:

1. Component placement
2. Placement and construction of connectors

3. Power distribution within the HMP boarad

5 Homogeneous Machine System Requirements:
The Hoemogeneous Machine System will consist of the following modules:

1. 64 HMP's

2. Chassis

3. Dedicated Host Computer
4. Power Supply

6.1 Homogeneous Machine Chassis:

The HMP's will be required to connect to a chassis that the contractor will provide.
The contractor is responsible for the design of the edge connector which will mate with the
chassis to provide:

1. power supply voltages
2. control bus interface

3. six interprocessor connections

The chassis will consist of a backplane for wiring all of the edge connector signals for
all 64 boards. I[n addition is must have provisions for the dedicated host computer.



6.2 Dedicated Host Computer:

The dedicated host computer will be constructed by Caltech. It will be made avallable
to the contractor on a limited baslis for testing purposes. The dedicated host will consist of
a 12 slot Multibus! and a separate power supply. It will be necessary that the contractor
provide sufficiant space within the Homogeneous Machine cabinet for the dedicated host. It
will require an easlly accessibie front panel conslisting of six switches. Space must also be
provided for behind the dedicated host to accommodate numerous terminal lines and high
speed data links.

6.3 Power Supply

The entire machine will require a power supply of & volts at 130 amps. For diagnostic
purposes, the power supply must be adjustable from 4 to 6 volts. The reference voltage for
the power supply will be derived from the dedicated host computer which the power supply
must dynamically track.

5.4 Special HMP's:

The interfacing of the dedicated host with the Homogeneous Machine will be through
HMP's which have 7 connectors instead of 6. The first six connections will interface the
spatial array in the normal manner but the seventh will be connected to the dedicated host.
These special HViP's will be wire-wragped and will be provided by Caltech, but provisions for
Interfacing to the dedicated hest must be made by the contractor.

Although how this Is actually done Is left to the discretion of the contractor, the
following schame is recommended. The backplane be constructed so that it will accept a
wire-wrap board in any slot, this requires that the spacing between slots be double the
normal board depth. The one additional connection to the dedicated host would be made
through a ribbon cable. It is recommended that the arrangement of connectors on the HMP
boards agree with some standardize format, In pacticular, the Intel Multibus.

5.8 Further Cabinet Requiraments
The HMP's must be air cooled. The dedicated host also requires air flow and is
currently equipped with a fan, this fan may be removed by the contractor.

6 Components of the HVIP:

6.1 Integrated Circuit Sockels:
Two types of sockots will be requircd based on the predicted necessity of replacing
the components, all integrated circuits for the HMP will be classified as follows:

Frequent: Frequently replaccable components include those that will be replaced
in the normal opecration of the system, for example: EPROMS.
Components classificd as Frequent require an AUGAT socket or
equivalent.

\/EEE 795 bus.



Occasional: Occasionally replaceable components include those that are expected
to be replaced In the operation of the machine elther due to device
fallure or an operational modification in the machine. These include the
FIFO interrace drivers and RAMs. Components classlfied as Occasional
reguire a socket.

Infrequent: Components expected to be replaced infrequenily are those that will
only be replaced upon very infrequent failure. These devices will not be
sockeled.

6.2 Component testing:

The contractor will be required to supply all components for the HMP's except for the
Intel 8086's and 8087's. The system will initially be constructed with 5 MHz 8086's and no
8087's. The HMP's will be expected to perform at a maximum clock speed of 10 MHz, to
verify this, a small number of 10 MHz 8086's will be made available to the contractor. When
the 10 MHz 8086's and the 8087's become available, they will be installed intoc the
Hemogeneous Machine by Caltech.

7 Testing of Assembled Boards:

Caltech requires that the functionality of all components on the assembled HMP's be
verified, To accomplish this, Caltech wlll provided a testing interface and diagnostic
programs. Proper execution of the diagnostics will be satisfactory verification of the
assembled boards.



2. Calling Conventions
A convention for calling procedures both in user programs and in the monitor is proposed to
aid in debug and to allow relocation of processes.

There are two operating modes relavant to the procedure calling conventions: user and
monitor. Within each operating mode there are scecveral conventions for procedure calls. In
addition, there is a convention for user programs calling procedures in the monitor.

The distinction between user and monitor mode is based upon where the executing code
Is located. When the code segment register has the address of the currently executing

moritor the system is in monitor mode, otherwise it Is in user mode.

A procedure that executes from the monitor segment is termed a monitor procedure. Other
procedures are termed user procedures. A call executed from code that is in the monitor

segment is calied a monitor call. Other calls are called user calls.

2.1 Conventiaons for User Procedures

2.1.1 Simple User Procedures

Simple calls pass arguments in the accumulators and do not alter the stack frame.

Simple User Call

arguments in accumulators
call addr simple call
return arguments ln accumulators

Simple User Procedure
addr: body goes here
ret return

2.1.2 Normal User Procedurss
Normal calls pass arguments on the stack and cause the establishment of a new stack

frame.

Normal User Call

push argn argumaonts In reverse order
push

push

push .

push arg 1 first argument

call addr simple call

add sp,#2*n fixup stack from pushas



Normal User Procedure

addr: push bp save old stack Irame
mov bp,sp new stack frame
...code... body goes here, using [bp+4],
[bp+6]... as arguments
pop bp restore old stack frame
ret return

2.2 Conventions for Monitor Procedures

2.2.1 Simple Nonitor Procedures
Simple calls pass arguments in the accumulators and do not alter the stack frame.

Simple Monitor Call

argumenls in accumulalors
call addr simple call
return arguments in accumulators

Simple Monitor Procedure
addr: ..coge... body goes here
ret return

2.2.2 Normal Monitor Procedures
Normal calls pass arguments on the stack and cause the establishment of a new stack

frame.
Normal Monitar Call
push arg n arguments in reverse order
push
push
push .
push arg 1 first argument
push cs push cs onto stack
call addr simple call
add sp,#2*n fixup stack from pushes
Normal Monitor Procedure
addr: push bp save old stack frame
mov bp,sp new stack frame
...code... body goes here, using [bp+6],
[bp+8]... as arguments
pop bp restore old stack frame

retl long return



2.2.8 Interrupt Monitor Procedures
Interrupt calls are llke normal calls excapt that the flags are pushed. The address of an
interrupt monitor procedure can be put into the interrupt table.

Interrupt Monltor Call

push arg n arguments in reverse order
push .

push

push .

push arg 1 first argumant

pushf push flags

push cs push cs onto stack

call addr simple call

add sp,#2™n fixup stack from pushes

Interrupt Monltor Procedure

addr: push bp save old stack frame
mov bp,sp new stack frame
...code.. body goes here, using [bp+8],
[bp+10]... as arguments
pop bp restore old stack frame
iret long return

2.3 Manitor Entry Techniques

This section discusses techniques whereby user code can invoke monitor procedures.

2. 3.1 User Call of a Simple Monitor Procedure

Cannot be done.

2.3.2 User Call of a Normal Monitor Procedure
Use of this is strongly discouraged since It is inconsistent with a relocation algorithm -- it
depends on a set monitor address.

Direct Normal Monitor Entry

push argn arguments In reverse order
push .

push .

push .

push arg 1 first argument

calll monitr,addr simple call

add sp,#2%n fixup stack from pushes



2.3.3 User Call of a Interrupt Monttor Procedure
Use of this is strongly discouraged since It Is Inconsistent with a relocation algorithm -- it

depends on a set monitor address.

Direct Interrupt Monitor Eniry

push arg n arguments in reverse order
push

push

push .

push T oargl first argument

pushf push flags onto stack

calll monitr,addr simple call

add sp,#2™n fixup stack from pushes

2.3.4 Interrupt Call of a Interrupt Monitor Procedure
Moritor interrupt procedures can be invoked by software interrupts. Note that the
interrupt procedure will execute with interrupts masked unless they are enabled.

Interrupt Monitor Entry

push arg n arguments in reversa order
push

push

push -

push arg 1 first argument

Int numbr numbr is the interrupt number
add sp,#2*n fixup stack from pushes

2.3.5 Interrupt Service Routine
Interrupt service routines are generally straightforward. Two unusual requirements exist,
however:

1. if the routine has a long execution tlme, it may necessary to enable the
interrupts within the routine. Interrupts may be enabled only after the cs
register is changed to the monltor segment. This assures that the process
will be recognized as In monitor mode If relocation is necesary.

2. | forget the other.

Interrupt Service Routine

..ccode... misc operations

jmpl monitr,xxXx jump to monitor area
XXX: ...code... misc operations

sti enable interrupls
addr: ..code... normal monltor procedure

iret return from interrupt



2.8.6 Interrupt Call of a Normal Monitor Procedure

Interrupts provide the most compact manner of invoking a procedure, but they have the
disadvantages of operating under under an interrupt mask, and require an iret return (which
is slightly longer than a ret). The following code will allow a software Interrupt to execute a
normal monitor procedure. Note that the low core interrupt table must point to the address of

the appropriate Interrupt Service Routine.

interrupt Moritor Entry

push argn arguments in reverse order

push

push

push .

push arg 1 first argument

int numbr numbr is the interrupt number

add sp,#2*n fixup stack from pushes

Interrupt Service Routine

push bp save old stack frame

mov bp,sp new slack frame

xchg ax,[bp] ax onto stack

xchg ax,[bp+2] bp onto stack

xchg ax,[bp+4] pc onto stack

xchg ax,Jbp+6] cs onto stack

add bp,#2 places arguments correctly

pop ax restore ax

sti won't recoghnize Interrupts
until after next Instruction

Jmpl monitr,addr jump to normal routine

2.4 Traceback Algorithm

If the conventions described above are followed, It Is possible to locate the pc addresses
of all non-simple stacked procedures. A traceback method is described.

A stacked procedure is defined by two items of information:

1. A pointer to the stack frame. Both a segment register and pointer are
required. This pointer will be described as sr:[di] where sr is the segment
register and di is the displacement of the stack frame.

2. A flag that is true If the stacked procedure called a monitor procedure with a
monitor call and false otherwise.

Traceback starts with the most nested procedure. The procedure is defined by the
registers executing in the CPU as follows:
1. ss:bp]

2. flag := (cs = monltr)



For each procedure, the next procedure Is deflned as follows:

If monltor mode:
1. ss:[bp]
2. flag := (ss:[bp+4] = monitr)

If user mode:
1. ss:[bp+4]
2. flag := false :=: (ss:[bp+4] = monitr)
When a process Is created the bp register Is set to zero. Termination of the above

algorithm occurrs when the uninitialized bp register is encountered on the stack (i.e. when
ss:[bp+2] = O the last procedure has been enountered).
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1. Struciuvre of the Main Proce-znor=s

Tho main pracessors vcach consest o ranconpntor system with six interfaces to

other processors, The microcomnpaler cons sls of an 3056/8087 with the following bus

poripheoriols:

- Adcdiess b Ak Dhwvtns o RRA, Thiz memory  is  at  address

TOUOoe—haen-. 0 - FFFF

= Atddress bus: 123k byles of dyeeong AL, This memory is at address
B1000Q0-FIITIT. g- JFFFF

=10 bus: six interfacos (startimeeat Ton 0):
* O arddipss 3ON0G0: o g ) e s fagrite),
2O aduress 0002 ind D Cre s iwerite),
= 1O acldress BOONT fite o1 L tporndl Sveite],
* 1O addrress $O0CCH: ntaatorms O (o ol fyverite);
O acddress S0COU interiatas A CrolAwerited.

= 1D address $SO00A: interfaca S feoradfweilo)

* 10 address KOO0 war an

sl

PO addrons AOU05: ance ool brd,

1Q bus: masleriplaeaup bty o) (slart i at LO200):

10 Address FO200 ¢t D] Lo ﬂ%

* 1O Adhdress B0700Z: 50 010F T

|

10 bus: stave intearupt condool! o 500 g ad 3GA00):

u

10 Address $0A00: com =l v geler,

= 1O Addross BOAND. T e Tg

IO Bus: acaossory ot pul, adilee o ey o

IG bus: acacssory iupul, addras= 10000,

1O bus: fifo initialisation contier ahb = o= BOA0R-S00FF.  Accessing one of



N

those addresses will eloor U £y

1.1. A Functional Description of U !ptariaces
The Interfaces communicate mossaaes Lo Lurenn processors by means of message
nuencs, Aninterrupl is gerperaled v oo A compoeee mestsage has arrived as input, oF an

atiput o capable of aceopling an Hoe s ato, Since the communication uses

quelies, there (s no possibillly of an qoen o

Al mossages are G bits, eoaperss Uag lear 10 B wards, It s the responsihility of

the programmer Lo coasirain mossase 7 bopihs 1 eeact by Lthis lenglh,

Each io intarface has cne 10 acdshe an and tvea inlenapis associaled with it. Whoen an
inlerrupt s active, i is poaoablo to o v o ot ane miessage {rom the interface, Whean
a wrile 15 performed by thee 100 galeleee Stvcs nits oare written to the output interfaco.

When a raad is parformad, sikxtaoen bocs a0 oend from the input interface.

1.2. Interrupt Organization

The main procossor oaes Lwa 5070 an ol coatiallers arganized in the standared
master/slave confiquration.  This contiguebion allows 15 assigned interrupt channels.

These channels are allogalead as Dol s
= Mastoer 301 roceive Batler tpfl o sovee e 0L
- Master $02: racerve: Doflar oY, mtortaee 1,
~ hMaster 504 recaive olfer Tl itaibarae 2,
= Magtor B0OS; resccepye Tsat s Tl fney Do N
~ Masler $10: recoove bartf- 0 o Terbar e G4
= Master B:20: roceivn foafies 00wt o,
= Mastor $A0: unassogoed,
- Master $80: stave inderoepl coat o,
- Slave H01: trangmld dlor - o, Bl e D

- Slave HO2: trapsmul Lulter erapdy, intogfoce 3



- Slave $04: trapsmit bl lor cmni, wigyriaca 2.
- Slave FO8: ransmil hulfer crple. mledfaon 3,
- Slave B10: transmil bulfer 2rply, inter a0 4,
- Slave $20; transmil butier ', nyecf=ae 5,
- Slave $40: unassigncd.

- Slave $80: NPU exerplion inlvoinnl,

1.3. Accessories

Fach procoessor has a fow aoasossors Taecbesps, Thore ara four bits of input, and six

bils of output.

The three input bils are goperebodl by Uhe dedicaled host processor and all main

processors read the same valiuos,

The five output bits of all main piocessors are tied together electrically. Any
processor wilth a 1 on the corresponeding bit @il cause the line to be in a 1 state for the

cntire array. Useful communications vl oo-conr anly if processors lecave these bits ina O

stalto e pialiy.
= fuamessnry bsad 4 st fpey BT Ll L
S EOIO0: cebeung' 6 i
*BILRQ200: »¥iorga et 1,
* Bt 0400 rxtarnal spul 7.
T Bit KOBOT: wtate of procescoor sontah (normally 1).
- Accessory Outputl {4 write o [0 addross S0600):
* Bt $O100: opan coilector extormal autput D.
* Bit $0200: apen collesior axternal culput 1.
= BH $0A00: open colleclar exbamal culpul 2,

*RLEDENT cpon cabe oy it 8L



“ Bit $1000: open collactior cxtornal eqlpuay A4,

Bl $2000: 2iabee af i T 1 cansaes light),

1.4. RAN Ratresh ond [0 Int~ =
The processors cuipbsy dyvnoang 0= w0t o Yardware for refresh. There is a
common NMI condition geuoratod Ly the bl = host hat will simultaneously inlerrupt

all processors, [Uis intoadled that the nrecoo sy of Lhe HMI include an accesses of 128

conliguous Jocations in AWM,
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Dogs checksown op HLS' pyorn (EOO'FFF) ancd P/:mzy oV
dorminl.  Peseals.

PrOM{

Do checksum of PROME  (6-20¢) and p»"mu’: on Ttvwina)

Repeats .
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RAMG
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ICro
=l emonry

9436 Irondale Ave.
M € chatsworth, California 91311-6098
Telephone: {213) 998-0070

February 16, 1982

Thark you for your inguiry regarding our Multibus Compatible Memory Systems.
We are happy to enclose the literature you requested. Pricing for the
systes 1s listed below:

Quantity

Model No. Description 1-4 g 10-24

[MM-2066 32K Bytes Core $1275.00 $1200.00 £1125.00
MM-E0E6/16 16K Bytes Core 875.00 £35.00 795,00
MM-20508 8K Bytes Core & EROM 790.00 760.00 730.00
M-8020/16 16K Bytes Core £49.00 820.00 785.9

MM-ETZ0AL 8K Bytes Core 725.00 700.00 675.00
M4-808A0/5]12 512K Bytes Dynamic RAM 142500 135000 1250. 00
FM-S0ETT/255 256K Bytes Dynanic RAM 1050.09 ga0.1H 210.00
Wa-e00e0/128 128K Bytes Dynamic RAM 5/5.00 10,00 500.00
-50200/64 B4K Bytes Dynamic RAM 475.00 £0v3,00 335,00
MM-S0S6D/32 32K Bytes Dynamic RAM 400.00 140,00 3565.00

The above price includes a Technical Manual., Terrs are Net 30 d:ys, f.o.b.
Chatsworth, California and includes our 12 month return-te-factory warranty.

A1l units are {e perature cycled and burned in before shipment,
We are anxious to assist you in satisfying your memory requirements, Should
you dgesire additioral informution or a guotation on laryer quantilies, please

cantact us at this office.

Sincerely.

IICRO MEMORY, INC.



MM-8086
®  MICROPROCESSOR CORE MEMORY

COMPATIBLE WITH INTEL'S INTELLEC

iSBC 86/12 AND iSBC 80/05, 10, 20, 30
FEATURES:

32K Bytes of Core Read/Write Add-in Memory

Non-Volatile - Requires No Back-up Battery

Pin-to-Pin Compatibility with the Multibus®

o Power Monitoring for Data Protection

” Write-Protect Control in 4K Bytes Increments

. Warranty - One Year on Parts and Labor

¢ Temperature Cycled and Burned-in During Memory Diagnostics

The MM-8086 Microprocessor Core Memory s ditions. These circuits provide memory-lockout
32K Bytes non-volatile storage. It was designed for data retention. No power sequencing is re-
as a 16-data bits wide memory, plug compatible quired.

with iSBC 86/12 single board computer. The

memory can be accessed in both bytes or words, The MM-8086 can be switch selectable on any 4K
which also makes it compatible with the 8-bit boundries in the one Megabyte address field. The
processors. memory contains data/address registers and bidi-

rectional drivers.
The memory has internal power monitoring cir-
cuits to detect power failure or turn-on/off con-

ICro
Egemonry

9436 Irondale Ave.
M & chatsworth, California 91311
Telephone: (213) 998-0070

eTrademark of Intel Corporation



6.75"

Write-Protect Switch

Write-Select

CHARACTERISTICS
Capacity

Cycle Time
Access Time
Address
Data-in/Data-out

Modes of Operation
Expansion
Partitioning
Interface Signals
Inputs
Outputs
Operating Temperature
Storage Temperature
Relative Humidity
Power Reguirements
Operate
Standby
Data Save Trip-Points
Dimensions

Connector

MM-8086 SPEGIFICATIONS

SPECIFICATIONS

32K Bytes organized as 32Kx8
or 16&16 ®

1.2 micro seconds
375 nano seconds from MRDC/
20 bits (random access)

8/16 bits bidirectional with three-
state

Read, Write and Read Only

4K Memory Blocks up to one megabyte
Write-Protect with 4K increments

up to 32K bytes

TTL Compatible

Three-state TTL Voltage Compatible

0 to 55°C (32° to 131°F)

-40 to +80°C

To 90% without condensation

+5 @ 3.75A, +12V @ 1.0A

+5 @ 2.75A, +12V @ 350ma

+6% of nominal power supply voltages
6.75" x 12.0” x 1.00"

Dual 43-Pin on 0.156 in Centers




MM-8080B

MICROPROCESSOR EROM/CORE MEMORY

COMPATIBLE WITH INTEL'S INTELLEC
MDS 800 AND SBC 80/05, 10, 20, 30

FEATURES:

s BK/16K Bytes of ROM/PROM and 8K Bytes Core
e Non-Volatile — Requires No Back-up Battery
e Pin-to-Pin Compatibility with the Multibus

e« Power Monitoring for Data Protection in Core

s Write-Protect Control in 1K Increments for the Core

m: B

nh\ul

The Microprocessor Memory MM-8080B is a non-
volatile, 8K/16K Bytes of Read/Only/Memaory, using
2708's or 2716’s and 8K Bytes of Read/Write Core
Memory. It was designed and developed to be plug-
compatible with Intel’s Multibus, and direct replace-
ment for the SBC-406, 416 and 016. The memary
module has internal power monitoring circuits to pro-
tect data in core from power failure or during turn
on/off conditions. No battery back-up or special

circuits are required for power supply sequencing. A
power status signal is available as a power interrupt
vector or as a power reset signal.

The memory module provides a separate module
selection switch for both the 16K Bytes of ROM/
PROM and the 8K Bytes of core portion in 4K incre-
ments. The memory contains Data/Address registers
and bidirectional drivers.

ICro
sjlemory

9436 Irondale Ave.

EFW € chatsworth, California 91311
Telephone: (213) 998-0070



Write-Protect Switch

Core Module Select

Write-Protect Select

Prom Module Select

CHARACTERISTICS

Capacity

Cycle Time

Access Time
Address
Data-in/Data-out
Modes of Operation

Expansion
Partitioning

Interface Signals

Inputs
Outputs

Operating Temperature
Storage Temperature

Power Requirements including
eight 2708/2716

Operate
Standby

Data Save Trip-Points
Dimensions
Connector

MM-8080B SPECIFICATIONS

SPECIFICATIONS

8K/16K Bytes of EROM using 2708/2716
and 8K Bytes of Read/Write Core Memory

1.0 micro second

325 nano seconds from MRDC/

14 Bits (random access)

8 bits bidirectional with three-state

Read Only with 2708/2716, Read/Write
with core

4K Memory Blocks up to 64K (switch
selectahle) for each of EROM and core

Write-Protect with 1K Increments up to
8K {switch selectable) for core

TTL Compatible
Three-state TTL Voltage Compatible

0 to +559C
-40 to +80°C

+6 @ 2.0A, +12V @ 1.0A, -12V @ 260ma
+6 @ 1.4A, +12V @ 350ma, -12V @ 260ma

+6% of nominal power supply voltages
6.75" x 12.0" x 1.00"
Dual 43-Pin on 0,156 in Centers

®




MM-8080/16
MICROPROCESSOR MEMORY

COMPATIBLE WITH INTEL'S INTELLEC ®
MDS 800 AND SBC 80,05, 10, 20

Features:
16K Words x 8 Bit RAM

Non-Volatile — Requires No Back-up Battery
Pin-to-Pin Compatibility

Power Maonitoring for Data Protection
Write-Protect Control in 2K Increments

No Wait States or Refresh Delays

il
%;é

!

P

snprreere®
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%

The Microprocessor Memory MM-8080/16, is
a non-volatile 16,384 word, 8 bit per word
RAM core memory. |t was designed and
developed to enhance or replace the memory
in Intel Corporation's Intellec® MDS 800
and SBC 80/05, 10, 20. The memory module
has internal power monitoring circuits to pro-
tect data from power failure or during turn-
on/off conditions. MNo battery back-up or
special circuits are required for power supply

® Trademark of Intel Corporation

sequencing. A power status signal is available
as a power interrupt vector or as a power-reset
signal for the microprocessor.

The memory module will occupy only one
location in the Intel SBC-604/614 module
backplane and card cage, when plugged into
the fourth slot. The other three slots will
be available for the CPU Board and other
Modules.

ICro
= emory

9436 Irondale Ave.

I IR chatsworth, California 91311

Telephone: (213) 998-0070




SINGLE SLOT USED
WHEN IN FOURTH POSITION ONLY

Write-Protect Switch /-——ﬂ

Write-Protect Select

Module Select
MM-8080/16 SPECIFICATIONS .

CHARACTERISTICS SPECIFICATIONS
Capacity 16,384 Bytes
Cycle Time 1.0 micro second
Access Time 325 nano seconds from MRDC/
Address 14 bits {(random access)
Data-in/Data-out 8 bits bidirectional with three-state
Modes of Operation Clear/Write, Read/Restore
Expansion 4K Memory Blocks up to 64K

(switch selectable)

Partitioning Write-Protect with 2K Increments

up to 16K (switch selectable)
Interface Signals

Inputs TTL Compatible

Outputs Three-state TTL Voltage Compatible
Operating Temperature 0 to +60°C [
Storage Temperature -40 to +80°C
Power Requirements

QOperate +5 @ 2.0A, +12V @ 1.0A

Standby +5 @ 1.4A, +12V @ 350ma .
Data Save Trip-Points +6% of nominal power supply voltages
Dimensions 6.75” x 12.0” x 0.80"
Connector Dual 43-Pin on 0.156 in Centers




MM-8086/16
MIGROPROCESSOR CORE MEMORY

COMPATIBLE WITH INTEL’S INTELLEC®
iSBC 86/12A and iSBC 80/05, 10, 20, 30

FEATURES:

* Single Card Slot 16K Bytes of Read/Write Memory
® Compatible with 8 and 16 Bits Processors
® Non-Volatile — Requires no Back-up Battery

® AC/DC Power Monitoring for Data Protection
® Write-Protect Control in 4K Bytes Increments
® Warranty — One Year on Parts and Labor

® Temperature Cycled and Burned-in during Memory Diagnostics

The MM-8086/16K Microprocessor Core Memory
is 16K Bytes non-volatile storage, requires no
battery back-up. It was designed as a 16-data bits
wide memory, plug compatible with iISBC 86/12A
single board computer. The memory can be
accessed in both bytes or words, which also
makes it compatible with the 8-bit processors.

The memory has internal power monitoring
circuits to detect DC-power failure or turn-on/off

® Trademark of Intel Corporation

conditions. A Power-Fail Interrupt is generated to
the Multibus which works in conjunction with the
AC low signal from iSBC 660 power supply.
These circuits provide memory-lockout for data
retention. No power sequence is required.

The MM-8086/16 can be switch selectable on
any 16K boundariesinthe one Megabyte address
field. The memory contains data/address registers
and bidirectional drivers.

ICro
sFemonry

I 9436 Irondale Ave.

MM chatsworth, California 91311
Telephone: (213) 998-0070




6.75"

Write-Protect Enable

Module-Select &

Write Protect
MM-8086/16 SPECIFICATIONS
CHARACTERISTICS SPECIFICATIONS .
Capacity 16K Bytes organized as 16Kx8 or 8Kx16
Cycle Time Read or Write 800 nano seconds
Access Time 280 nano seconds from MRDC/
Address 20 bits (random access)

Data-in/Data-out
Modes of Operation
Expansion
Partitioning
Interface Signals
Inputs
Outputs
Operating Temperature
Storage Temperature
Relative Humidity
Power Requirements
Operate
Standby
Data Save Trip-Points
Dimensions

Connector

8/16 bits bidirectional with three state
Read, Write and Read Only

16K Memory Blocks up to one megabyte
Write-Protect with 4K increments up to
16K Bytes

TTL Compatible

Three-state TTL Voltage Compatible

0° to 60°C [32° to 140°F]

-40° to +80°C

to 95% without condensation

+5@3.0A, +12V @ 800ma

+5@2.3A, +12V @ 250ma

+6% of nominal power supply voltages
6.75" x 12.0’" x .50"

Dual 43-Pin on 0.156 in Centers




MM-8086D
MICROPROCESSOR DYNAMIC RAM MEMORY

. Compatible with Intel’s Intellec® Series Microcomputer,
iISBC 86/12A, and iSBC 80/05, 10, 24, 30

Features:

¢ 32K to 512K Bytes on a Single Board

¢ Multibus® Compatible with 8 and 16 bits processors

¢ Even Parity with output selectable to any of the Bus Interrupts

¢ Module Select on 4K byte Boundaries in the One Mega bytes address field
* Available in 32KB, 64KB, 96KB, 128KB, 256KB and 512KB configurations

* Warranty - One year on parts and labor

¢ Temperature cycled and burned-in during memory diagnostics

!
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The MM-8086D Microprocessor memory is a high
density memory utilizing 16K or 64K MMOS
Dynamic RAMS. It was designed as a 16 bits wide
memory module, compatible with iISBC 86/12A
single board computer. The memory can be
accessed in both bytes and words, which also
makes it compatible with 8 bits processors without
any hardware changes required.

The memory has a cycle time of 400ns and an

® Trademark of Intel Corporation

access of 250ns. An even parity is provided with an
output selectable to any of the interrupts. Module
selection is on 4K byte boundaries switch select-
able in the one megabytes address field.

Modules with density greater than 128K bytes
require only a single + 5Volts supply. All modules
are temperature cycled between 0°C and 55°C
during burn-in while running memory diagnostics
for insured reliability.

emory

_ 9434 Irondale Ave.
ﬁ@ Chatsworth, California 91311
Telephone: (213) 998-0070




MM-8086D SPECIFICATIONS

CHARACTERISTICS

Capacity

Cycle Time
Access Time
Address
Data-in/Data-Out

Parity

Modes of Operations

Refresh

Expansion

Interface Signals
Inputs:
Outputs:

Operating Temp.

Storage Temp.

Relative Humidity

Power Requirements:

+ 5 Volts:

+ 12 Volts:
Dimensions
Connector

SPECIFICATIONS

32K to 512K Bytes

400 nanoseconds

250 nanoseconds

20 bits (random access)

8/16 bits bidirectional with

three state output

Even parity for each 8 bits with output
selectable to any of the interrupts

Read, write

On board one cycle every 15 microseconds
4K memory blocks up to one megabytes

TTL compatible
Three states TTL Voltage Compatible
0-55°C

-40°C to 80°C
to 95% without condensation
Standby Operate
1.4A 1.4
100ma 450ma
6.75” x 12.0”

Dual 43-pins on 0.156 in centers.
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MM-8086D

¢ Dynamic semiconductor RAM

s Capacity: 32K -512K bytes

¢ Compatible with 8- and 16-bit processars

e Module selection in 4Kbyte boundaries in a 16 Mbyte address field
= Cycle Time: 400 nsec

e Access Time: 250 nsec from MRDC/

MM-8086

e Non-volatile core memory

* Capacity: 32Khytes

» Compatible with 8- and 16-bit processors

* Module selection in 4Kbyte boundaries in a 1 Mbyte address field
* Write protect control in 4Kbyte increments

s Cycle Time: 1.2 usec

* Access Time: 375 nsec from MRDC/ 3!
* Power monitoring for data protection

" B Multibus*-Compatible Memory Boards

*Trademark of Intel Corp.

MM-8086/16

= Non-volatile core memory (single card slot)
* Capacity: 16 Khytes

=« Compatible with 8- and 16-bit processors

+ Write protect control in 4Kbyte increments
= Cycle Time: 800nsec

* Access Time: 280 nsec from MRDC/

* Power monitoring for data protection

MM-8080/16

* Non-volatile core memory

= Capacity: 16Kbytes

* Module selection in 4Kbyte increments

» Write protect control in 2Kbyte increments
* Cycle Time: 1.0 usec

* Access Time: 325 nsec from MRDC/

» Power monitoring for data protection

MM-8080B

= Non-volatile core memory and EPROM

e Capacity: 8Kbytes core memory and 8K/16K bytes EPROM
= Write protect control in 1 Kbyte increments for core memary
e Cycle Time: 1.0 usec (core memory)

» Access Time: 325 nsec from MRDC/

¢+ Power monitoring for data protection in core memory




MM-6800/16

e Non-volatile core memory
e Capacity: 16Kbytes
. Operates with 1- or 2-MHz processors
Module selection in 4Kbyte increments using VUA or VXA
* Write protect control in 2Kbyte increments
e Cycle Time: 1.0 psec
* Access Time: 350 nsec from Memory Clock
* Power monitoring for data protection

MM-6800

» Non-volatile core memory

s Capacity: 8 Kbytes

o Cycle Time: 1.0 usec

* Access Time: 350 nsec from Memory Clock
* Power monitoring for data protection

6800 EXORciser*-Compatible Memory Boards

*Trademark of Motorola Inc.

'IIM-SBOOC

Non-volatile CMOS RAM
e Two years data retention with on-board, non-chargeable batteries
= Three months data retention with on-board chargeable batteries
* Module selection in 4Kbyte increments up to 1 Mbyte
e Capacity: 16K - 32K bytes
s Cycle Time: 250 nsec
s Access Time: 200 nsec from Memory Clock

* Power monitoring for data protection

MM-6800D

* Dynamic semiconductor RAM

* Capacity: 16K - 64K bytes

* Module selection in 4Kbyte increments

* Switch-selectable, hidden or cycle-stealing refresh

e Cycle Time: 450 nsec

¢ Access Time: 220 nsec from Memory Clock

* Even parity with jJumper-selectable output to NMI or parity error

MM-6800S

+ Static semiconductor RAM
Capacity: 32Kbytes
* Module selection in 4Kbyte increments
= Software write protect control in 8Kbyte increments
* Cycle Time: 330 nsec
¢ Access Time: 210 nsec from Memory Clock
e Even parity with jumper-selectable output to NMI, IRQ or parity error




s Dynamic semiconductor RAM

* Capacity: 32K - 256K byles on dual-wide board

* Module setection in 4Kbyte increments up to 4Mbyles
s Cycle Time: 400 nsec

* Access Time: 275 nsec

s Even paritly generation and checking

MM-1103/2

* Non-volatile core memory

Capacity: 32Kbytes

* Module selection in 4Kbyle increments up to 256Kbytes
* Write protect control in 4Kbyte increments

» Cycle Time: 1.2 usec

Access Time: 400 nsec from BSYNCL

T

DEC LSI-11*Compa

‘Trademark of
Digital Equipment Corp.

MM-1103

* Non-volalile core memory

* Capacity: 16Kbytes

¢ Module selection in 4Kbyte increments
e Cycle Time: 1.2 usec

e Access Time: 400 nsec from BSYNCL

S$-100 Bus Compatible Memory Boards

MM-S100

» Non-volatile core memory

e Capacity: 8Kbytes

e Module selection in BKbyte increments
» Cycle Time: 1.0 usec

s Access Time: 350 nsec

= Power monitoring for dala protection

sjemonry
nc

9436 lrondale Ave
Chatsworth, California 91311
Telephone: (213) 998-0070




A Commitment to Reliability

Reliable memaory boards are a direct result of
Micro Memory Inc.'s years of experience with
both core and semiconductor memories. This
experience has led to a carefully-controlled
reliability plan that covers all phases of design,
preduction, and test.

From the outset. reliability is designed in at the
circuit level by using proven. worst-case design
technigues. Printed circuit board layout takes into
account the design rules required for reliable
memaory system design, such as minimum power
bus noise. High-guality components. from printed
circuit board material to semiconductors, are
selected to meet stringent MTBF criteria,

Prior to the start of board assembly. incoming
parts are inspected to make sure they meet Micro
Memory Inc.'s specifications. The boards are
monitored by a number of Quality Assurance
inspections during assembly,

When assembly is complete, 48 hours of dynamic
burn-in and temperature cycling are performed
on each beard. This involves 80-minute intervals
at alternate high and low temperatures, during
which the board is exercised by memory
diagnostics for worst-case pattern conditions.
While the 48-hour test isin progress, a CRT
terminal provides a constant record of memory
board performance. The test employs the
intended processor (Mullibus, EXORciser, or
LSI-11) in the test fixture, which gives added
assurance that each beard will cperate reliably in
iIts actual environment.

Backing up Micro Memory Inc.'s commitment to
reliability is a one-year warranty on parts
and labor.

You can count on Micro Memory Inc. for
rellable microprocessor memory boards.



Micro Memory Inc.

Founded in 1976, Micro Memory Inc. was the first
independent supplier of non-volatile, add-in
memory boards for microprocessor systems.
Later, the original line of non-volatile memories
(employing core) was expanded to include static,
dynamic, and CMQOS semiconductor RAM.

The add-in memories are direct replacements for
their counterparts used in Multibus,
6800-EXORciser, and DEC's LSI-11 microprocessor
systems.

The Micro Memory boards merely plug into the
backplane of the microprocessor system and use

=l emonry
Inc

9436 Irondale Ave « Chatsworth, California 91311
Telephone: (213) 998-0070

already-existing power and signal buses . . .
no system modifications are necessary.

To assist the memory board user, a complete
manual of instructions and schematics is
provided.

Design, production and testing of the memory
boards are accomplished in the Chatsworth, CA
headquarters of Micro Memory Inc. Sales are
handled direct and through a nationwide network
of sales representatives. There is also
representation in Canada and Europe.
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semiconductor

MSM3764AS 65,536 X 1 BIT DYNAMIC RAM
FEATURES

GENERAL DESCRIPTION

The Oki MSM3764 is a fully decoded, dynamic NMOS random
access mamory organized as 65536 one-bit words, The design is
optimized for high-speed, high performance applications such
as mainframe memory, buffer memory. peripheral storage and
anvironments where low power dissipation and compaci

layout is required.

Multiplexed row and column address inputs permit the

MSM3764 to be housed in a standard 16 pin DIP. Pin-outs
contorm to the JEDEC approved pin out.

The MSM3764 is fabricated using silicon gate NMOS and Oki's
advanced Double-Layer Polysilicon process. This process.
coupled with singie-transistor memory storage celis, parmits
maximum circult density and minimum chip size Dynamic
circuitry Is employed in the design, including the sense
amplifiers

Clock timing requirements are noncritical, and power supply
tolerance |s very wide, All inputs and the output are TTL
compatible

.

65,536 = 1 RAM, 16 pin package
Silicon-gate, Double Poly NMOS, single transistor cell
Row access time,

120 ns max (MSM3764-12)

150 ns max (MSM3764-15)

200 ns max (MSM3764-20)
Cycle time,

240 ns min (MSM3764-12)

270 ns min (MSM3764-15)

330 ns min (MSM3764-20)
Low power: 248 mW active,

28 mW max standby (MSM3764-12)

23 mW max standby (MSM3764-15/20)
Single <+ 5V Supply, = 10% tolerance
All inputs TTL compatibla, low capacitive load
Three-state TTL compatible output
“Gated" CAS
128 refresh cycles/2ms
Commaon 1/0 capability using “Early Write' operation.
Qutput uniatched at cycle and allows extendsd page
boundary and two-dimensional chip select
Read-Modity-Write, FAS-only refresh, and Page-Mode
capability
On-chip latches for Addresses and Data-in
On-chip subsirate bias generator lor high performance

FUNCTIONAL BLOCK DIAGRAM

AAS TIMING
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PIN ASSIGNMENT

p—y
- Pin Nam Functio
e E E] e es unction
Ao ~ A7 Address Inputs
Dm |2 5| cas
[: ; RAS Row Address Strobe
we [7] 1a] Dour CAS Column Address Strobe
s [7] 3 e WE Write Enable
D Data Input
As® E E Aa® Dout m D"tp.ﬂ
At E 1] Ae Veo Power ( + 5V)
Vs Ground (
ar 7] 10] As* ™)
vee [8] BES *Refresh Address
ABSOLUTE MAXIMUM RATINGS (See NOTE)
Note: Pe t device o g
Rating Symbol Value Unit occut it ABSOLUTE MAXIMUM.
Voltage on any pin relative toVss | Ve, Vour | -1to +7 | V e wre gk Do,
Voltage on Ve supply relative to Vss | Ve -1t0+7 | v recmpmodeiy i g
- E to absolute rating
Operation temperature Toe 0to 70 c P s
Storage temperature Tug -5510 +150 | °C affect device raliatufity
Power dissipation Po 10 w
Short circuit output current 50 mA
CAPACITANCE
[Ta = 25C.1 = 1 MHZ)
Parameter Symbol Typ. Max. Unit
Input Capacitance Ao — A7, Dw Cain 45 5 pF
Input Capacitance RAS. CAS. WE Cimz 6 10 pF
Output Capacitance Dout Cour 5 7 pF
RECOMMENDED OPERATING CONDITIONS
(Reterenced to Vas)
Parameter Symbol Min. Typ. Max. Unit Teml perat 9
Voo 45 50 55 v
Supply Voltage Vs 0 ) 0 v
Input High Voltage, all inputs Ve 24 Ve + 10V v 0°Cto +70°C
Input Low Voitage. ail inputs Ve 1.0 08 v




DC CHARACTERISTICS

(Recommended operating conditions unless otherwise noted )

Parameter Symbol Min. Max. Unit Notes
OPERATING CURRENT*®
Average power supply current ke 45 mA
(RAS, TAS cycling; tac = min)
STANDBY CURRENT 5 MSM3764-12
Power supply current lecz mA
(RAS = CAS = V) 4 MSM3764-15/20
REFRESH CURRENT
Average power supply current loes 35 mA

(RAS cycling, CAS = Vin; tac = min)

PAGE MODE CURRENT*
Average power supply current lcca 42 mA
(RAS = Vi, CAS cycling: tec = min)

5 12
CAS DNLY CYCLE Outputs
Power supply current = mA remain
(RAS = Vg HZ
4 -15/20
INPUT LEAKAGE CURRENT
Input leakage current, any input
(OV < Vo = 5 5V. all other pins ki =10 10 rA
nol under tes! - OV)
OUTPUT LEAKAGE CURRENT
(Data out is disabled, ILa 10 10 i)
oV = Vour < 5.5V)
OUTPUT LEVELS
Output high voltage (lon = — 5mA) Vou 24 v
Qutput low voltage (low = 4.2mA) Vol 04 v
Note: lcc is on output g and cycle rates. values are with the output open
AC CHARACTERISTICS
MSM3764-12 MSM3764-15 MSM3764-20
Parameter Symbol | Units| Min. Max. | Min. Max. | Min. Max. | Note
Retresh period tReF ms 2 2 2
Random read or write
cyche time trc ns 240 270 330
Read-write cycle time IRwe ns 240 270 330
Page mode cycle ime trc ns 150 170 225
Access time from RAS 1RAC ns 120 150 200 4.6
Access lime from CAS fcac ns 80 100 135 58
Output buffer turn-off delay toee ns a5 40 0 50
Transition time tr ns 3 35 ] 50
RAS precharge time tre ns 90 100 120
RAS pulse width tRas ns 120 10,000 | 150 10,000| 200 10,000
RAS hold time tres ns 80 100 135
CAS precharge time tee ns 50 60 80
CAS pulse width tcas ns 80 10000 [ 100 10000| 135 10.000
CAS haid time fose ns 120 150 200




AC CHARACTERISTICS con’t

Under Recommended Operating Conditions

MSM3764-12 MSM3764-15 MSM3764-20
Parameter Symbol | Units | Min, Max. | Min. Max. | Min. Max. | Note
RAS to CAS delay time trcD ns 20 40 20 50 25 65 7
CAS to RAS precharge time tcRe ns 0 0 0
Row Address set-up time tash ns 0 0
Row Address hold time tRan ns 20 20 25
Column Address sel-up time tasc ns o] 0 ]
Column Address hald time tean ns 40 45 55
Column Address hold time
referenced to RAS tar ns 80 95 120
Read command set-up time (Gle] ns 0 0 0
Read command hold time IRGH ns v] 0 0
Write command set-up time twes ns -10 -10 —-10 8
Write command hold time twik ns 40 45 55
Write command hoid lime
referenced to RAS twer ns 80 95 120
Write command pulse width twe ns 40 45 55
Write command to RAS lead time | tawL ns 40 45 55
Write command to CAS lead time | fow. ns 40 45 55
Data-in set-up lime tos ns 0 0 0
Data-in hold time toH ns 40 45 55
Data-in hold time
reterenced to RAS toHA ns 80 95 120
CAS 1o WE delay town ns 50 60 80
RAS to WE delay tawe ns 90 110 145
Read command hold time
reference to RAS tRAN ns 20 20 25

Notes: 1
device operation s achieved

2. AC measurements assume 1T = Sns

An mitial pause of 100us is required after power-up lollowed by any 8 RAS cycies (Example: RAS only) before proper

3 ViH (Min ) and ViL (Max ) are reference levels lor measuring timing of input signals. Also. ransition times are measured

betwean ViH and Vi

4 Assumes that tRCO = IRCD (max ).

IHiRCDIs g than the i
exceeds tACD (max)

Im Teco

i valug shown in this table. IRAC will Increase by the amount that tRCD

oo

. Assumes that tRCD == tRCD (max )
. Measured with a load circuit equivalen! to 2 TTL loads and 100 pF

Operation within the tRco (max ) limit insures that tRAC {max ) can be met 1RGO (max. ) is specified as a refarence point
onty, Il tRCD Is greatet than the specitied 1RCD (max.) imsl, then access lime is controlled exclusvely by 1GAC

twis, iowD and tRWO are nat restrictive operaling parameters They are inciuded i the data sheel as electrical charac-
teristics only” If twcs = twes (min ). the cycle is an early write cycle and the dala out pin will remain open circuit (high
impedance) throughout the enlire cycle, i| 1GWD = 1CWD (min.) and IAWD = tRWD (mm. ) the cycie is read-write cycle and
the data oul will contain data read lrom the selecled cell; il nerther of Ihe above sats of conditions is satislied the condition
of the data cul (al access tima) 18 indelerminate.



READ CYCLE TIMING
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READ-WRITE |READ-MODIFY-WRITE CYCLE
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HIDDEN REFRESH

Fe——— AREAD CYCLE

e A 1

B

g

AAS ONLY CYCLE —————»§

./ , S

/J

o -a-l et 1Cas | s
e — —_ e I
ADDRESSES mm
Vi 1
~+|--—tuu Rt l-'—w:n
Ve |
-
w L N/
Vo Mo AL =)
e e | —f s
o HIGH
Dot , et e —4 VALID DATA ——
oL

Don't care

[ZJ L

TYPICAL CHARACTERISTICS
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TYPICAL SUPPLY CURRENT WAVE FORMS

RAS/CAS CYCLE LONG RAS,CAS CYCLE RAS ONLY CYCLE PAGE MODE CYCLE
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FUNCTIONAL DESCRIPTION

ADDRESS INPUTS: A total of sixteen binary input address bits CAS 1s brought low. In a read cycle. or read-write cycle. the

are required lo decode any 1 of 65.536 storage cell locations outpul is valid after tRAC from Iransition of FAS when tRco
within the MSM3764, Eighl tow-address bits are established on (max) is satished, or aller tCAC from transition of CAS when the
the inpul pins (Ao through A7} and latched with the Aow transition occurs atter tRCo (max). Data remain valig until CAS
Address Strobe (RAS). The eight column-address bits are 15 returned lo a high level. In a write cycle the identical
established on the input pins and latched with the Column sequence occurs, but data s nol valid

Address Strobe (CAS) All input addresses must be stable on or PAGE MODE: Page-mode operation permits strobing the

betore the falling edge of AAS. CAS is internally inhibited (or row-address :mogl':e MSMS?G: whilep:lmntaining %S at a logic
“gated") by RAS 1o permit triggering of CAS as soon as the Row low (0} throughout all successive memory operations in which
Address Hold Time (tRAR) specitication has beer satistied and the row-address doesn’t change Thus the power dissipated by
the address inputs have been changed from row-addresses 1o the negative going edge of AAS is saved. Further, access and
column-addresses. cycle times ara decreased because the time normally required
WRITE ENABLE: The read mode or write mode is selected with to strobe a new row-address s elimmated

the WE input A logic high (1) on WE dictates read mode: logic REFRESH: Refresh of the dynamic memory celis Is accom-

low {0) diclates write mode. Data input 1s disabled when read plished by performing a memory cycle at each of the 128

mode is selecled row-addresses (Ao - As) at least every two milliseconds. During
DATA INPUT: Data is written into the MSM3764 during a wrile refresh, either VIL or ViH is permitted for A7. RAS only refresh
or read-write cycle. The last falling edge of WE or CASis a avoids any output during refresh because the output bufter s in
strobe for the Data In (DIN) register. In a write cycle, il WE is the high impedance state uniess GCAS 1s brought low. Strobing
brought low (write mode) before CAS, DIN is strobed by TAS, each of 128 row-addresses with RAS will cause all bits In each
and the set-up and hold times are referenced ta CAS Ina row 10 be refreshed. Further, AAS-only relresh results in a
read-write cycle. WE will be delayed until TAS has made its substantial reduction in power dissipation.

negative transition. Thus DiN s strobed by WE, and set-up and HIDDEN REFRESH: FAS ONLY REFRESH CYGLE may Lake
hold fimes are referenced to WE place while maintaining valid cutput data This fealure is
DATA OUTPUT: The cutpul butfer is three-state TTL compatible referred to as Hidden Relresh. Hidden Refresh is performed by
with a fan-out of two standard TTL loads. Data-out is the same holding CAS as Vil from a previous memory read cycle.

polarity as data-in The output is in a high impedance state unti|

OKI SEMICONDUCTOR, INC. 1333 LAWRENCE EXPRESSWAY, SANTA CLARA, CALIF. 95051
TELEPHONE: (408) 984-4842 TELEX (25) 910-3380508

OK| Semiconductor reserves the right to make changes in specifications at any hme and without notice. The information furnished by OKI Semi-
conductor in this pubbication 1s believed 10 be accurate and reliable. However. no responsibifity is assumed by OKI Semsconducior for its use: nor for
any infringemanis of patents or other rights of third parties resulting from its use. No license 15 granted under any patents or paten| rights of OKI

41981 OKI SEMICONDUCTOR, INC PRINTED IN US A
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FUJITSU
MICROELECTRONICS

'NMOS 65,536-BIT DYNAMIC
@® RANDOM ACCESS MEMOR

DESCRIPTION

The Fujitsu MB8264 is a fully
decoded, dynamic NMOS ran-
dom access memory organized
as 65536 one-bit words. The
design is optimized for high-
speed, high performance ap-
plications such as mainframe

memory, buffer memory,
peripheral storage and en-
vironments where low power

dissipation and compact layout
is required.

Multiplexed row and column ad-
dress inputs permit the MB8264

5 to be housed in a standard 16

pin DIP. Pin-outs conform to the
JEDEC approved pln oul.

The MB8264 Is fabricated using
silicon-gate NMOS and Fujitsu’s
advanced Double-Layer Poly-
silicon process. This process,
coupled wlth single-transistor
memory storage cells, permits
maximum circuit density and
minimal chip slze. Dynamic cir-
cultry Is employed in the design,
including the sense amplifiers.

Clock timing requirements are
noncritical, and power supply
tolerance is +10%. All inputs/
outputs are TTL compatible.

CASE DIP 16C-AOl
CERAMIC PACKAGE

- FEATURES
' « 85,536 x 1 RAM, 16 pin » All inputs/outputs TTL
package compatible, low capacitive

load

Output three-state
“Gated" CAS

128 refrash cycles
Common }/O capability

o Silicon-gate, Double Poly
NMOQOS, single transistor cell

Row access time,
150ns Max (MB8264E)
200ns Max (MB8264N)

using “Early Write"
* Cycle time, oparation
| g;gns mfn mgggg:s o Output unlatched at cycle
| ns Min end allows extended page Ne v 7 s
| o Low power; 28 mW boundary and two- b 2 s Eas
MAX standby dimensional chip select IN
? 248 mW Max Active (MB8264N) « Read-Modity-Write, RAS- WE []3 14[ ] Doyy
y 303 mW Max Active (MB8264E) only refresh, and RAS ] 4 E! 12 z A
‘ e = 10% tolerance on +5 Page-Mode capabliity £2
volt supply « On-chip latches for KOs <g A
e On chip substrate bias Addresses and Data-in A []8 ~ 1) A,
‘ generator e Hiddan Refresh Capability A7 10[7) A,
v 8 s[Ja
| MB8264 BLOCK DIAGRAM ce [ [~
| mJeme I
| = f
— o Cracs Q. This device contalns circuitry to protect the
e Inputs agalnst damage due to high static
l ] [ ] voltages or electric fields. However, It Is aa-
' oAl o vised that normal precautions be taken to
| fcolumn | surreal avoid application of any voltage higher than
i Y 1Y | oecomen T maxlmupm rated voltages 1o thls high Im-
~|" :o— | SINSE AMPS pedancae circuit.
‘ | A;: r 70 GATING
el SRR T T Ny B
Ay. { «o aow —:> :g.:::ré BUFFER
A= il e




(p8264N/MBB264E
'ABSOLUTE MAXIMUM RATINGS (Sec NOTE)

/T Rating Symbol Value Unit
mon any Pin Relative to Vgs Vin. YouT —110 +7.0 v C
| Voltage on Voc Supply relative to Vgg Vee -1to +7.0 v
Operating Temperature Top 0to +70 °C
Storage Temparature Tsta -55to +150 °C
| Power Disslpation Pp 1.0 w
Short Circult Qutput Current los 50 mA
NOTE: Permarneni device damage may ooour It ABSOLUTE MAXIMUM RATINGS are excewded. Funcliona! 0pera):h Shouk! ba restncied 10 I condillons s detaikd in the

operational sechons Of Ihis dats sheel This device contains clrcuttey 1o protect Ihe Inputs against damage due 10 Righ static voltages or eleclne tields. Howeret, if s
adwised thal Nyl precaulions De taken 10 svok) 3ppicalion 0f any voltage highe! than maximum raled vOltAQes 1o this high impedance circuil.

RECOMMENDED OPERATING CONDITIONS
(Referenced to Vgg)
Value
Parameter Symbol Min Typ Max Unit Tempersature
Supply Voltage Vee 45 50 55 \
[ \Y 0 0 0 \
: S 0°C to +70°C
input High Voliage, alfl inputs ViH 2.4 — 6.5 \Y
loput Low Veltage, all inputs ViL -1.0 —_ 0.8 Vv
CAPACITANCE (T5 = 25°C)
I Value
Parameter Symbol Min Typ Max Unlt
Input Capacitance Ag ~ A7, DiN CiN1 — — 5 pF
Input Capacitance RAS, CAS, WE CiN2 — — 8 pF
Output Capacitance Doyt Cour — - 7 pF
STATIC CHARACTERISTICS
(Recommended operating conditions unless otherwise noted.)
Parameter Symbol | Min | Max | Units
OPERATING CURRENT* (MBB264N) lect 45 mA .
Average power supply current (RAS, CAS cycling; tge = min) (MBB8264E) Iccy — 55 mA |
STANDBY CURRENT"

l Power supply current (RAS = CAS = Vjp) o2 — 5 mA |
REFRESH CURRENT (MB8264N) leca 36 mA
Average power supply current (RAS cycling, CAS = V|4; tre = min) (MB8264E) leca — 42 mA
PAGE MODE CURRENT
Average power supply current (RAS = V., CAS cycling, tpc = min) loca — 34 mA
INPUT LEAKAGE CURRENT
Input leakage current, any Input (0OV < Vjy < 5.5V) I -10 10 pA
all pins not under test = 0V)

OUTPUT LEAKAGE CURRENT
(Dala outl Is disabled, OV < Voyt < 5.5V) loL -10 | 10 KA
OUTPUT LEVEL
: Output low voltage (Io. = 4.2mA) VoL — 04 v
OUTPUT LEVEL
Output high voltage (Io = —-5mA) VoH 24 —_ \
Note*: Icc ts dependent on output loading and cycle rates. Specified values are obtalned with {the output open.
FUJITSU

e MICROELECTRONICS




MB8264N / MB8264E
yNAMIC CHARACTERISTICS Notes 1,23
.‘ﬂgcommended operating conditions unless otherwise notes.)
ol MBB264N MBB264E
Parameter Notes Symbot Min Typ Max Min Typ Max | Unit
Time between Refresh tREF _ _ 5 — _ 2 ms
Random Read/MWrite Cycle Time tre 330 — — 270 — — ns
Read-Write Cycle Time thwe 375 — - 300 — — ns
Page Mode Cycle Time tpe 225 — — 170 — — ns
Access Time from RAS @ tRAC — — 200 — — 150 ns
Access Time from CAS B] lcac — — 135 — - 100 | ns
Oulput Buffer Turm Off Delay torFr 0 — 50 0 — 40 ns
Transition Time ty a — 50 3 — 35 ns
RAS Precharge Time tRp 120 — — 100 — — ns
RAS Pulse WIdth 1RAS 200 — [ 10000 | 150 — | 10000 ns
RAS Hold Time tasH 135 — — 100 — — ns
CAS Precharge Time tep 80 — — 60 - - ns
CAS Puise Width tcas 135 — | 10000 | 100 — | 10000| ns
CAS Hold Time lcSH 200 — — 150 — — ns
'RAS to CAS Dalay Time D B tRco 30 — 65 25 — 50 ns
CAS to RAS Precharge Time temp 0 — — 0 — — ns
Row Address Set Up Time tASR 0 — - 0 — — ns
Row Address Hold Time tRAH 20 — - 15 —_ —_ ns
Column Address Set Up Time tasc 0 — — 0 — - ns
Column Address Hoid Time tcaH 55 — — 45 — — ns
Column Address Hold Time Referenced to RAS tAR 120 — — 95 —_ — ns !
Read Command Set Up Time tacs 0 — — 0 — - ns |'
Read Command Hold Time tRCH 0 — — 0] — — ns |
Write Command Set Up Time 5) twes -10 — — -10 — —_ ns
Wrlte Command Hold Time tweH 55 — — 45 — — ns
Write Command Hold Time Referenced to RAS | twch 120 — — 85 — — ns
Write Command Puilse Width twe 55 - — 45 — — ns
Write Command to RAS Lead Time tRWL 80 - - 60 —- - ns
Write Command to TAS Lead Time towL 80 — — 60 — — ns
Data In Set Up Time tps 0 — —_ 0 - - ns
Data In Hold Time toH 55 — — 45 — — ns |
Data In Hold Time Réferenced to RAS toHR 120 - — 95 — — ns | |
‘CAS to WE Delay 5] lewD 95 — — 70 _ — ns | |
RAS to WE Delay O] tawD 160 — — 120 — — ns | |
Read Command Hold Time Referenced to RAS | tgppn 25 — — 20 — — ns

FUJITSU
MICROELECTRONICS —.




= An Initlal pause of 200xs is required after power-up

followed by any 8 RAS cycles before proper device
operation is achieved.

. Dynamic measurements assume ty = 5ns.

3. Vig(min) and Vi (max) are reference levels for

measuring timing of Input signals. Also, transition
times are measured between Vyy(min) and V| (max).
. Assumes that taep s tacp(max). If trco IS greater
than the maximum recommanded value shown in this
tabfe, tgac will Increase by the amount that tgcp ex-
ceeds the value shown.

. Assumes that tgep = trep(max).

. Measured with a load equivalent to 2 TTL loads and
100 pF.

TIMING DIAGRAMS

. Operation within the tpcp(max) limit insures that

taac(max) can be met. trgp({max) Is specified as a
reference point only; If trgp is greater than the
specified tpep(max) limit, then access time is con-
trolled exclusively by tcac.

. tgep(min) = tgapy{min) + 2ty = 5ns) +

tasc(min).

. twes, tcwp and tpwp are not restrictive operating

parameters. They are included In the data sheet as
electrical characteristics only. If twcs = twesi(min),
the cycle is an early write cycle and the data out pin
will remain open clreuit (high Impedance) throughout
the entire cycle.

If tcwp 2 tcwp(min) and tpwp = tRrwp(min), the cy-
cle is a read-write cycle and data out will contain
data read from the selected cell. If neither of the
above sets of condltions is satisfied the condition of
the data out is indeterminate.

READ CYCLE TIMING DIAGRAM

Inc
|
!
ARE il N - |
]
Ipp
| |
'Rco ’IRSH i —tcap—i
lcas
N /
CAs /
Vi - \ N .
|

IRam

tcan

ADDRESSES

COLUMN
ADDRESS

_ Vi~
E vm 4
-
'cac tRA

TRac —] oFF
Veu— VALID
DOU‘ VZ:‘— DPEN— < DALYA
D Don’t Care
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MB8264N / MB8264E

WRITE CYCLE (EARLY WRITE)

= 'RAS — ] '

!I TAasw I ‘ o l
[ =~ — taco : tcas I !-_'C'E
¥ SN /|
Vi - ' Z
| | |
tasm | !'RAH tcar

. —— ) —-— -
A rTtase = | |

b

l___l____. —_— tcwi
wes
LMee ’..wc..-—
Vg~ ; B ——-|w9‘
Vig -
T 1
I = TRwWL
e Ty R

iy .-|°s-——- (DH—-"—1
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vy DATA
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T

Y
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READ-WRITE/READ-MODIFY-WRITE CYCLE
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“RAS-ONLY" REFRESH CYCLE
NOTE CAS = Vg, WE = Don' care
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MB8264N / MB8264E

PAGE MODE READ CYCLE

IRaS
V. W 'ar
AAS ™
V- - 1 ’
| s S ] tasH e
P e
F1aco cas | |=1¢c» 1CAS =—1cas L‘L‘cnp
V- 1 y
| CAS V- -/
H‘CA" Tear I Tcam
tasc tasc
I‘ASC ; ;

taAsR— M
Vin- RO cOt ) CcoL ) coL
ADDRESSES , " XADD ADD X ADDX ) ‘ ADD
1
‘ , l—-— ‘cAc——l | f—1cac beteac
e124
1O0FF '——loFF
Vor- |

Dour V.- OPEN :
L —] ‘—J TRA =
'Rcs— tReH ~—3 = — tacH

__ Vis- —f—
! we Vi - S \_/ o
| DDon‘t Care

rac

. PAGE MODE WRITE CYCLE

lras
AAS | A
] (g H— — Ine
1
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TASC 1asc
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'ns 'DH—-| 'ps —TDw
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\ DATA | DATA
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FUJITSU
- MICROELECTRONICS —




DESCRIPTION

Address Inputs:

A 1013l of sixteen binary input address bits are required 10
decode any 1 of 65536 storage cell locations within the
MB B264. Eight row-address bits are established on the
input pins (A, through A5} and latched with the Row
Address Strobe (RAS). The eight column-address bits are
established on the input pins and latched with the Column
Address Strobe (CAS). All input addresses must be stable
on or before the falling edge of RAS. CTAS is internally
inhibited (or “gated”) by RAS to permit triggering of
CAS as soon as the Row Address Hoid Time {tran)
specification has been sauisfied and the address inputs
have been changed from row-addresses to column-
addresses.

Write Enable:

The read mode or write mode is selected with the WE
input. A logic high (1} on WE dictates read mode; logic
low(0) dictates write mode. Data input is disabled when
read mode is selected.

Data Input:

Data is written into the MB 82684 during a write or
read-write cycle. The last falling edge of WE or CAS is a
strobe for the Data In (D) register. In a write cycle, if
WE is brought low {write mode) before CAS, Dy is
strobed by CAS, and the set-up and hold times are
referenced to CAS. In a read-write cycle, WE will be
delayed until CAS has made its negative transition. Thus
DN 15 strobed by WE, and set-up and hotd times are
referenced to WE.

Data Output:

The output buffer is three-state TTL compatible with a
fan-out of two standard TTL loads. Data-out is the same
polarity as data-in. The output is in a high impedance
state until CAS is brought low. In a read cycle, or

FIG 2 — HIDDEN REFRESH

’—-——HEAD CYCLE

MB8264N / MB8264E

read-write cycle, the output 5 valid after tpac from
transition of RAS when tgep (max) is satisfied, or after
tcac from transition of CAS when the transition occurs
after taep (max). Data remain valid until CAS is returned
1o a high level. In a write cycle the identical sequence
occurs, but data is not valid.

Page Mode:

Page-mode operation permits strobing the row-address
into the MB 8264 while maintaining RAS at a logic
low {0) throughout all successive memory operations in
which the row-address doesn’t change. Thus the power
dissipated by the negative going edge of RAS is saved.
Further, access and cycle times are decreased because the
time normally required to strobe a3 new row-address is
eliminated.

Refresh:

Refresh of the dynamic memory cells is accomplished by
performing a memory cycle at each of the 128 row-
addresses (Ao ~Ag ) at least every two milliseconds. During
refresh, either V| or V4 is permitted for A,. RAS
only refresh avoids any output during refresh because the
output buffer is in the high impedance state unless CAS is
brought fow. Strobing each ¢f 128 row-addresses with
RAS will cause all bits in each row to be refreshed.
Further RAS-only refresh results in a substantial reduc-
tion in power dissipation.

Hidden Refresh:

RAS ONLY REFRESH CYCLE may take place while
maintaining valid output data. This feature is referred to
as Hidden Refresh.

Hidden Refresh is performed by holding CAS as V,_
from a previous memory read cycle. (see Figure below)

RAS ONLY REFRESH CYCLE

Dour OPEN

A

VALIO DATA >——
|

FUJITSU B
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1 MBB8264N / MB8264E
1 TYPICAL CHARACTERISTICS CURVES
bl —
.“ FIG. 3 — SUPPLY CURRENT FIG 4 — RAS ACCESS TIME
vs Vcc DURING POWER UP vs SUPPLY VOLTAGE
10
| TYPICAL Ta=25°C 1.2|- TYPICAL Ta=25°C
- t&‘ 1.1
£
< [ fa)
E w
- ° NG —~=_ N YO
_8 RAS AND CAS = Vgg E|
=
o
S o9
0.8
0 1 | | | L
1 2 3 4 5 4 45 5 5.5 6
VCC (V) VCC (V)
o | FIG. 5 — CAS ACCESS TIME FIG 6 — SUPPLY CURRENT
. : vs SUPPLY VOLTAGE vs FREQUENCY
i 1.2 TYPICAL Ta=25°C TYPICAL
VCC = 5.5 \Y
40— T, =25°C
RN
o = 30|
- £
o 1.0 —
| 8
- — 20—
14
2 09
10 —
0.8
| | | | | I l L
4 45 5 5.5 6 1 2 3
Vee (V) t (MHz)
&
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264N / MB8264E

7 ACKAGE DIMENSIONS bDimensions In inches (millimeters)

' 16-LEAD CERAMIC (METAL SEAL) DUAL IN-LINE PACKAGE

J

DIP-16C-A0O2 \
1
e N . o~ o~ r ﬁ 0 ~9
R.050(1.27}REF | I
. I
.287(7.29) .290(7.37)
INDEX AREA .299(]7.59) 31007.87)
N\ | '
Z ! | /
— — T — — — e
[ .760(19.30} j
'800(20.32) 008(0.20)
.012(0.30)
— —— 050¢1.271MAX
] [-17744.50)MAX
! | !.12013.05}
[ ' | 1s0¢3.81)
] S
09012.29) " | 032(0.811 i i
110(2.79) | REF | .020(0.51)
| .043(1.09)
i 700(17.78IREF
.042(1.07) .015(0.381
06211 57) 02310 58]

<’
Circult cipgrams utthzing Fujitsu products are included as a means of ilfustraling ‘ypical semiconducior applications; consequenily, complete Informa.
tion sulficlent for constructlon purposes Is not necassarily glven. The Information has been carefully checked and Is belleved 10 be entirely reliable.
Howaver, no responsibility Is assumed Jor Inaccuracles. Furtharmore, such information dogs nal convey 10 1he purchaser aof the semiconductor devices
describad hereln any ticense undes the patent rights of Fujitsu Limlted or others. Fulitsu Limjted reserves the right to change devica specifications.
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() §21-9600
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2945 Oakmead Village Ct. Lyoner Strasse 44-48
! Santa Clara, CA 95051 Arabella Center 9. OG/A
(408) 727-1700 6000 Frankturt-Niederrad 71
Telex 171-182 West Germany
A TWX: 910-338-0047 Telephone: 0611-666-3056
Telex: 411-963 )
J
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Manufactuzer

Agvanced Digital Technology

i Bubbl-Tec

N Clonu-m Data Ebrp.

| S -
Keurikon Corp.

Intel Corp.

Micro Memory. Inc.

N.* . S¢ooduclor

Board characiecistica

Type
{Note 1)

DRAM

ORAM

bubble
PROM
SRAM
DARAM

DRAM

SRAM

DRAM

DRAM

bubbte

DRAM

_DRAM

DRAM

DRAM

DARAM

DRAM

- DRAM
DRAMEPROM
DRAMIEPRDOM

EFPROM

EPROM

Core
.., ORAM

Coie

Cote & FROM
Core
DHMAN
& LHAM
DRAM
P RAM

ERPROAN. FROM ROM

Capaclty
{byles):
word lengih
(bits)
{Note 2)

64K 10 96K,
8168« 6 ECC

128K10 1M;
&/16 + 6 ECC

92K: 8
128K, 816 D
J2K.B/I6 D
126X. 818D

684K 16 512K;
BI6D. P

16X 0 32K: 8

EiK 1D 512K:
ansp

ax: @6

128X 01 512K;
8

V6K 816D

32K 6
D.P
&4K; B/16
o]
&4K 816
o.P
128K, 8116
D.P
256K 816
o.P
512K 816
o,P

BK, 32K,
80D
6K, 32K, 8
16K:8
64K; 8/18
32K. 816

512KR 216

8K 1o 16K B

3ZK.8B
6K B 16

178K B ~ YA
1€+ 2P
Si¢K B - 1P/
V6 « 2P
16K 10 64K
846D
TEH o S4AK, 8

32K 10 128K
816D

Segmentstion
{Note 3)

S(32K).B.E

S(16K). B, E

S(16K), E

S(16K), E

S5{128K).B.E

B.E
8. €

S(4K)

5(4K), E
S(4K). €
S{3K). E
S{4K). E
S(4K)L E
Si4KLE
S{4K). E
S{<KLE
S(4K), E
S({4K)
S{4). E
S(4K!
S(£K)

S1ex).B

S{<X).B
S[EK). 8
S(eK|, €
S{4K). E
S(16K}, B E
S|76K), B E

S(16%). B. E

Maximum
clock
Irequency
{MHz)

20

25

22-1184

20

2.0

25

25

25

25

25

10

20

1.0

10

Typical/
maximum
current
{mA)

300073500

200/500

300/500
41005800
170072300

2000

20003000
80041700
300:2400
2700/3300
32004000
3000732200
320014000
3600/4600
3600:4600
350042800
300603820
3000/3820

21002700

100073750
1400

10002000

10002000

EOC. 3000

320073600
200003000
2000

17002700
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Memary chip characteristics

Price and dalivery

o

"~ Maoidel Organization Access
numbar! {n xm bits) Hme
tvpe {(nsac)
1)

150
8754 GdK x | 150
Ti8 0203 92 2 | 2500
2758, 2764 1K x 5.
PRAOM x5
6104 SAAM 2 ox | 200
41 165 DRAM 16K x 1 150
4118 16K x 1 or 350
4K 2 1
4K x t
IPKx 1. 200
4K x |
101 1281
2110-4 Mt <800
2110 K x 1 120
2130 aKx § 120
2117 \6K <1 (20
2118 16K x 120
2162 64K x | 200
216¢ 64K x I 200
2164 84K x § 200
2117 16K x { 120
2117 t6K x 1 120
2708 2K x 8
2716/2732 4Kx8
4164 150
5200  teKx! 200
4164 64K x 1 200
MM5290, 16K x 1, 200
5298 8K x 1
- M5290 18K x | 200
2758, 2716. IKx8, 400
2732 2764, W8
2316, 2332 <K xB

3K x 83

Fully
assembled
unit price
(Q-1;,Q-100)
{Note 4)

§1850 10 52050,

$112510 351330
M.T

$2350 10 38850,

$1425 10 $5300
M, T
§2400 §1500
M T
$185, 120
M T

S1775.81135
M, T
8940 (BaK),
$1450 (128K)
M T
$595 10 5885,
M T
S1833 1o
S6IISM. T
$1150, T

$15600 to SBZ50;

$121510 $435
T
$705
™™
$§955
TM
S1150
™M
£1310
™
§1810
™M™
$195
MT
£3995
M T
8980
M
$1185
MT
8360
M T
$570
MT
51275:8375
T
§2000. $1500
T
$725 {0 §843,
§592 10 $630
T
§790, 5690
T

$875, 5680
T

$1430
MT
§3625
M.T
$1210: 8910
M. T
81300
w $1730

Unpapulated Delivery
unit time
ptice {weoks ARO)

(@-1;0-100)

{Note 5)

45

tt08

$185.
5

$315, 8520 B
S

§700. 3454 6
S

w

120 [

4103

4106

SIock

stock

S10CK

slock

siock

slack

slock

slock

stock

stock

stock

$31010 81211 'l
MY

§570. 8428 F
S

Date
first
shipped

/80

12/79
aee
Jed
&80

9/81

1476
1280
8/gr

amy

881
881
8/81
a/81
1/80
- 1/80
1876
1/79
1279
&8

17810
78

1179
12/80
' g/81

was

12780

81

For mose
Intesmation
circia no.

34

315

317

318

319

322

a3

a2z

325

327

la ol ke v bl

[R]
8
75 N e S R T

azs €
337

338

39

a0 |
Y
e |
w2 1
3 |
g



X
'E Board cheracterisiics
b Manufaciurer Type Capacity Segmeniation Maximum Typlcalt/
! g’ : {Note 1) (bytes); (Note 3) clock maximum
" B word length lrequency current
g {blts) (MHr) {mA)
a {Note 2)

DRAMPROM/AOM 4K 1o 16K. S(4K). B.E 1.5 4100/4500
816 D
EPROM/PROM/AOM 16K 10 32K, S(4K or 8X). B.E 14 100/1400
8/18 D
i Piessy Microsystems SRAM 84K; 8/16 S(16K), 8. € 5.0 11500
> DRAM 512K: 816 S{15K). 8, € 20 1500/2000
+ 6ECC
DRAM 63K B S(16K). B, E 2.0 : 11500
Aelational Memory Systems, Inc. DRAM 256K :8N6 S(62K).B. E 20 ) 300
SRAM 16K, &'16 0 S(<K). B.E SO0 <00
1
DRAM 6<K. 616 D S(16K).B. € 40 150
|'1 Syscom, Inc. FROM 64K 816 S(4K). B 1600 l
4 " Texas Inslruments ‘ - _..7 DRAM . (64K, 128K, S14K). E
256K, 512K)/16
1 6ECC
Zendax Corp- SRAM 16K:8/16 O S(64K). B.E 5.0 1200/1500
DRAM 128K; B/16 128K, E 5.0 900/1000

. applied Micro Technology, Inc. SHAM 16K. B S{16K). B E 6.0 2500
f DRAM B4K: 8 S{16K), B. E 6.0 200
[ : EFFOM RAM 32K:8 S(8K, 16K, or 32K). B.E 6.0 150
'. ll Desert Microsystems, Inc. DRAM 64K: 8 S[eaxy, E 50 182010870
11 FROM 54K 8 (18K, 32K, or 64K). E 5.0 280
: i ' Bigital Dynamics. Inc. DARAM 2K.8 5(1K) ' 25 360/580
: PROM. 32K;8 S(8K). B.E 40 350/600
I t Emerprise Systems Corp. SHAM 8K:8 S14K), 8. € 4 300/1000
Matrix Corpo Haw EPRDM 32K: 8 S{aK) |
Mosiek DRtasn 1EK 10 52K 8 S{EK. tEK. 32K) 0 375/600 1
' EPROM 16K 8 (4% o 8K) 0 BOOY1200
LM 32K.8 S(4K, 8K, of 16K] 20 5001200
i ] SPRAaM dK AR 8 Si4K or 8K 4.0 600 1000
| SRAM 2K 10 4K, 8 512 ot 4K) z0 70001000 g
) ' CAAM 1ZBK. 16 « 1P S(76K}, B, E 3000 1
CRAM 25616 ¢ B S(16K}. B. E 4560 E
or6 ECC -
I LHAM oM.32 + TECE $163K), E 7700 E
I Transwave Coip. SRAM BK 8 4 900

26 PAUNIMICRD SYSTEMS/Novebe: 1981




Memory chip characteristics

Modet
number/
type

Organizalioa
(n x m bits)

Kx8.

ROM: MM2308,
2215E, 2708, 1K x 16,
2718 RAM, 4K x 1,
RAM: MM027, 16K x |
4116
MM2308, 2316E, 1K x 8,
2708, 2716 1K X 16
HMB146LP 2K x8
HM 4864 BAKx |
4716 16K x 1
2716.2732. 2K x 8.
2532 4K x 8
4532, 4164
MK 4118-2 tKx 8
4116 16K x 1
2114 1Kx4
4116 16K x 1
2118,4116 16K x 1°
2718, 2732,
2764
8514 1IKx 4
2716,2732 2K x 8,
4Kx 8
444 ] 1IKx4
2716
MK 3116 16K x T
MK 2716 16K x 8
MK 2732 4K x8
MK 4118 1K x8
HM8514 1Kx4
MK 2116 16K x 1
MK 4115 16K x 1
K 4564, MK 4118 16K x 1
- 2114 $12x8

MINI-MICAQ SYSTEMS/November 1981

Prica and delivary

Accass
time
{nsec.)

120
275

275

150

250

150

300

150 or
400
250
250

250

450
450, 250

200 or
350

© 450
450
250
300
135
13§
135

450

Fully
assembled
anit price
{Q=1;Q-100)
(Note 4)

$7B0 10 51077,
$585 1o 3808
M T

$2200
T

84750
T

$700
T

52600, 52160
M, T
$745; 34860
M. T
$§695, $560
M, T
$495, 5380
M T
M. T

$1504; 51203
T

$1280, 3825

$325; $250
M T
$700, $5860
M, T
35200; 3160
M. T
$750 to $950;

$525 to $665
M, T

$295
M.T

$550; 3398
M. T

$17010 $490

MT
$235t0 8275
MT
$499
$160
$24510 $295
M T
$39910 3450
M T
$3145
MT
$5180 lo $5280
M T
87995
MT
$282; 5222
M T

Unpoputated Dellvery
unit time
price (weeks ARO)

(C=1; 0=100)
(Nole 5)

$34310837/7: slack

$258105283
S

4106

$120;, 396 S 1

$125;8100S 1

$195;$137 S e

$225;8180 S 6

Date
tirst
shipped

8/79

12/80
6/81
4479
9/81
6/80
1/80
11/80

4/81

8/81

6/80

1/B0
10/79
1/814

2/81

10780
“4J80
6/80

© 9/80

9/79
6/79

6/80

10177
8/80
8/81

5/81

For more
infermation
circle no.

349
350
351
352
353

354

357
358
359

360 -

361
“ 362
63
- 364
365
- 366
367
368
-370

371

iy SRS

372

373

374

147
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