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Project Overview

• Red Storm is a nominally 40 TFlops
supercomputer that is part of the Advanced 
Simulation and Computation (ASCI) program

• Red Storm was specified by and is being 
procured by Sandia National Laboratories

• Red Storm is being manufactured by Cray, Inc.
• Initial delivery to Sandia is scheduled for May, 

2004



Red Storm is a Massively Parallel Processor

Users
/home

Parallel I/OCompute PartitionService

Net I/O



Usage Model
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Space Sharing of Jobs

• Jobs occupy disjoint regions simultaneously
• Example – red, green, and blue jobs:

Z=24

X=27

Y=16

10,368
Compute

Nodes



Red Storm Hardware Overview
Normally
Secure

Normally
Open

Switchable
Nodes

Disconnect Cabinets



Node Architecture

CPU
AMD

Opteron

DRAM 1 Gbyte or more

ASIC
NIC +
Router

Six Links
To Other

Nodes in X, Y,
and ZASIC = Application

Specific Integrated
Circuit, or a

“custom chip”



Software Environment

• Operating System
– Linux on Login node (where the user logs in)
– Catamount (Light Weight Kernel) on compute 

nodes
• Programming Paradigm

– Message Passing/MPI (no shared memory)
• I/O

– Initial release: PVFS with Cray enhancements
– Final release: Lustre



Scalability

• Communications is the key concern
– Amdahl’s Law limits  the scalability of parallel 

computation…
– but not due to serial work in the application

• Why?



Amdahl’s Law

SAmdahl(N) = [1 + fs]/[1/N +fs]
where S is the speedup on N processors and fs
is the serial (non-parallelizable) fraction of the 

work to be done.

Amdahl says that in the limit of an infinite 
number of processors, S cannot exceed [1+ fs ]/ 

fs. So, for example if fs = 0.01, S cannot be 
greater than 101 no matter how many 

processors are used.



Amdahl’s Law Picture

Time = 1/N + fs

fs serial

1
2
3

N

…

Time

fs serial1 parallelizable

Time = 1 + fs

1 unit of computation 
executed with N-way 

parallelism



Amdahl’s Law

Example:

How big can fs be if we want to achieve a 
speedup pf 8,000 on 10,000 processors (80% 
parallel efficiency)?

Answer:

fs must  be less than 0.000025 !



Amdahl’s Law

Contrary to Amdahl & most folks’ early 
expectations, well designed codes on balanced 

systems can routinely do this well or better!

However in applying Amdahl’s Law, we 
neglected the overhead due to 

communications.



A Realistic View of Amdahl’s Law

The actual scaled speedup is more like 

S(N)  ~ SAmdahl(N)/[1 + fcomm x Rp/c],
where fcomm is the fraction of work devoted to 

communications and Rp/c is the ratio of 
processor speed to communications speed.



Realistic Picture of Amdahl’s Law

• Problem is a physical 
simulation in two 
dimensions

• Ratio of boundary (   ) to all 
points (   +   ) is fcomm

• Boundary runs at slower 
due to communications, 
say ratio of Rp/c

• Communications will slow 
execution by factor of

Comm Comm

1
1 + fcomm×Rp/c

Spatial
Region



Implications of Realistic Amdahl’s Law

• Let’s consider three cases on two computers: 
– The two computers are identical except that one 

has
• Rp/c = 1 Byte/FLOP (fast communications)
• Rp/c = 0.05 Byte/FLOP (not so fast communications)

– The three cases are
• fcomm = 0.01,
• fcomm = 0.05, and
• fcomm = 0.10 



Real Amdahl’s Law Efficiency

Rp/c = 0.05
Time to send a

number ≈ time for
20 ops on it

Rp/c = 1
Time to send a
number ≈ time
for an op on it

Fcomm = .01
99% comp.
dominated

Fcomm = .05
95% comp.
dominated

Fcomm = .1
90% comp.
dominated

99%
Efficient

95%
Efficient

90%
Efficient

83%
Efficient

50%
Efficient

33%
Efficient

Efficiency



Sandia Experience with Rp/c

Intel TFLOPS
Cplant



Sandia Experience with Rp/c

Molecular dynamics problem
(LJ liquid)



Importance of Balanced Communications

• A “well-balanced” architecture is nearly 
insensitive to communications overhead

• By contrast a system with weak communications 
can lose over half its power for applications in 
which communications is important

• Red Storm has been designed with Rp/c ≈ 1



Comparisons of Communications Balance
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Interconnect

• Connection Choices
– PCI/PCIX based 

processor connections–
adequate

– Memory sub-system 
based connections –
much better (e.g. Marvel 
interconnects and AMD 
Hypertransport Layer) 

• Switch Fabric
– Commercial networks:

• Myrinet (cheaper, fairly 
fast)

• Quadrics (more costly; 
currently faster) 

• Gigabit Ethernet 
(cheap, not a good 
idea for scaling to 104

nodes)
– Custom interconnects:

• IBM; ASCI Red; 
T3E;SGI; Cray, …



Interconnect Tradeoffs

• Commercial networks:
– Quadrics can get within 

a factor 2-4 of the 
latency requirements 
and within a factor of 4 
of the bandwidth 
targets for Red Storm. 

– Cabling costs may be 
higher than for custom 
interconnects. 

• Custom interconnects:
– Easily meet the BW and 

latency requirements 
for Red Storm.

– Need to pay the NRE 
costs somehow; takes 
24-30 months to bring it 
to production



Red Storm Interconnect Choice

• Custom interconnects, if possible
– If cost & schedule can be controlled, this is the 

best solution
• should permit rolling upgrades
• meets all scaling targets

• Quadrics (with modifications) might be an 
acceptable alternative



Interconnect Topology

• Large Switches
– Full Xbar (Some folks’ Holy Grail)
– IBM Colony & follow-on 
– Quadrics Fat Tree
– Myricom Clos Switch

• Mesh or Mesh-like
– e.g., Cplant, ASCI Red; T3E; Cray SV-2*, …



Red Storm Topology Choice

• Switch Topology (ignoring photonic switches)
– Large Switches

• These are excellent for modest-size clusters.
• Their cost grows faster than linearly and the cabling 

issues grow enormously difficult for large systems
– 3D meshes

• Cost is linear in both switches and in cables.
• For our applications on a large system, this is by far 

the best choice.



How to Expand a Mesh

• Mesh topology is the same as the machine room 
topology; just put more down

Red Storm Cabinet Layout in Machine Room



Communications Locality in Sandia’s Jobs

• Space-
shared
capacity
load

• Problems
of a
physical
origin

Job 2

Job 1
Job 3 Job 4

Region
1

Region
2

Region
3



Light Weight Kernel

• Sandia has had very good experiences with LWK
– Sandia-University of New Mexico Operating System 

(SUNMOS)
– Cougar
– Puma
– Now Catamount (tell story about name)

• Why?
– Timing stability
– Maturity



LWK & Musical Rehearsal

• N musicians Rehearsing 2 Minute Pages of Music

Page 1

0 min

Page 2

2 min

Page 3

4 min

Page 4

6 min



Musical Rehearsal with Breaks

• 2 Minute Pieces with Asynchronous Breaks

Page 1

0 min

Wait

2 min

Page 2

4 min

Page 3

6 min

Wait

8 min



Breaks in MPP Systems Software

• Unix, Linux, any OS
– Kernel memory 

allocation
– TCP/IP backoff 

calculations
– Routing tables
– Clock synchronization
– Scheduler
– Etc., full list unknown, 

but has been extremely 
problematic with DOE 
labs

• Light Weight Kernel
– None



Run Time Impact of Unix Systems Services

• Say breaks take 50 μS and occur once per second
– On one CPU, wasted time is 50 μs every second

• Negligible .005% impact
– On 100 CPUs, wasted time is 5 ms every second

• Negligible .5% impact
– On 10,000 CPUs, wasted time is 500 ms

• Significant 50% impact

• Red Storm will have 10,000 CPUs, hence LWK 
approach important



Red Storm Systems Software

• Operating Systems
– LINUX on service and I/O nodes
– LWK (Catamount) on compute nodes
– LINUX on RAS nodes

• Run-Time System
– Logarithmic loader
– Node allocator
– Batch system – PBS
– Libraries – MPI, I/O, Math

• Parallel File System
– Several file systems are being evaluated



Reliability

• What is Reliability for Scientific Applications at 
Sandia
– High Mean Time Between Interrupts (MTBI) for 

hardware and system software
– High Mean Time Between Errors/Failures (MTBF) 

that affect users
• What it is not

– High availability



Reliability Features for Red Storm

• Light Weight Kernel (LWK) O. S. on compute 
partition
– Less code fails less often

• Monitoring of correctible errors
– Fix soft errors before they become hard

• Hot swapping of components
– Overall system keeps running during maintenance

• Redundant power supplies & memories
• RAS System



Reliability, Availability, and Serviceability

• Separate LAN to all nodes for RAS
• Two management workstations

Disconnect
Cabinets



RAS Workstation Capabilities

• Separate and redundant RAS workstations for 
secure and general availability portions of the 
machine

• Error logging and monitoring for major system 
components including processors, memory, 
NIC/router, power supplies, and disks
– Shows diagram of machine and highlights 

positions of nodes/boards requiring service
• Configure/deconfigure any board

– Hot swap any Field Replaceable Unit (FRU) without 
disturbing running applications



Economy

• Red Storm leverages economies of scale
– AMD Opteron microprocessor & standard memory
– Air cooled
– Electrical interconnect based on Infiniband
– Linux operating system

• Selected use of custom components
– System chip ASIC

• Exceptionally important to mission
– Light Weight Kernel

• Truly custom, but we already have it



Selected Specifications

• Processors
– AMD Sledgehammer (Opteron)
– 2.0 GHz
– 64 Bit extension to IA32 instruction set
– 64 KB L1 instruction and data caches on chip
– 1 MB L2 shared (Data and Instruction) cache on chip
– Integrated dual DDR memory controllers @ 333 MHz
– Integrated 3 Hyper Transport Interfaces @ 3.2 GB/s each 

direction
• Node memory system

– Page miss latency to local processor memory is <140 ns
– Peak bandwidth of ~5.3 GB/s for each processor



Selected Specifications

• Interconnect performance
– MPI Latency <2 μs (neighbor), <5 μs (full machine)
– Peak link bandwidth ~3.0 GB/s each direction 

(sustained 1.8 GB/s each direction)
– Minimum bi-section bandwidth 1.5 TB/s

• I/O system performance
– Sustained file system bandwidth of 50 GB/s for 

each color
– Sustained external network bandwidth of 25 GB/s 

for each color



Selected Specifications

• Balance
– Peak of ~40 TF
– Aggregate system memory bandwidth ~55 

TBytes/second
• 2.375 bytes per peak flops

– Aggregate sustained interconnect bandwidth > 100 
TBytes/second

• 2.5 bytes per peak flops
– Link Bandwidth ~3.0 GBytes/second each direction

• ~1.5 Bytes/ peak flops



Selected Specifications

• Disk Subsystem
– 240 TBytes total storage (120 secure + 120 general 

availability)
– 100 GBytes/second sustained I/O rate (50 secure + 

50 general availability)
• High Speed Networking

– 50 GBytes/second sustained network I/O rate (25 
secure + 25 general availability)



Extra Slides



A Building for Red Storm



Red Storm Hardware Status



Red Storm Hardware Status



Comparison of ASCI Red and Red Storm



Comparison of ASCI Red and Red Storm
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